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Abstract—Understanding the machine-type communication
(MTC) traffic is a key for designing and optimizing a network
and the applicable QoS scheme capable of providing adequate
communication services without compromising the conventional
services such as data, voice, and video. In this paper, we propose
a framework for traffic modeling, generation, and load estimation
for machine-type communication that can be used to optimize
the network to the intrinsic MTC traffic characteristic. For
this purpose, key MTC traffic parameters are also derived
and examined through a realtime sensor-based event detection
application scenario highlighting the traffic pattern and volume
generated by such an application.

Index Terms—M2M, MTC, Markov Chain, traffic modeling,
traffic volume.

I. INTRODUCTION

Different from the traditional human-type communications
(HTC) for which 3G and 4G wireless networks are currently
designed and optimized for, machine-type communication
MTC (or Machine to Machine (M2M) communications) is
seen as a form of data communication, among devices and/or
from devices to a set of servers, that do not necessarily require
human interaction [1]. Such MTC is also about collecting and
distributing the meaningful data efficiently, often in real time,
managing connected devices, providing back-end connectivity
anywhere and anytime and consequently enabling creation of
the so-called Internet of-Things (IoT). At the present time,
the most interesting applications from the commercial point
of view are related to intelligent transport, smart meters (au-
tomatic electricity, water and gas meters reading) and tracking
and tracing in general. However, the M2M application space
is vast and includes security, health monitoring, remote man-
agement and control, distributed/mobile computing, gaming,
industrial wireless automation, and ambient assisted living.

The MTC promises huge market growth with expected 50
billion connected devices by 2020 [2]. Support for such a
massive number of MTC devices has deep implications on
the end-to-end network architecture. Lowering both the power
consumption and the deployment cost are among the primary
requirements. This calls for a paradigm shift from a high data
rate network to a MTC-optimized low cost network to create
new revenues. Although some of the MTC use-cases are better
suited for wired or short-range radio, wireless communication
systems are becoming more adequate for majority of the
MTC applications as they are encompassing a wide range

of requirements including mobility, ease of deployment and
coverage extension.

In this perspective, one of the most challenging problem is
the co-habitation of M2M traffic with conventional user traffic
coupled with the potential of a rapid increase in the number of
machines connected to cellular infrastructure. This is because
such systems are primarily designed for a continuous flow
of information, at least in terms of the time-scales needed to
send several IP packets (often large for user-plane data), which
in turn makes the signaling overhead manageable (relative to
the user-plane amount of data). Analysis of emerging M2M
application scenarios such as smart metering/monitoring, e-
health, and e-vehicle as well as one real application denoted
as Busplus has revealed that in the majority of cases, the MTC
traffic includes all or a subset of the following specific features
[1], [6], [9] :

• Short and small number of packets
• Low duty-cycle packets (i.e. long period between two

data transmissions)
• Uplink-dominant packets (i.e. more packets in uplink than

downlink)
• Real time and non-real time packets
• Periodic and event-driven packets
• Raw and aggregated packets (i.e. combining traffic of

multiple sources into a single packet, relevant for specific
nodes such as gateway)

• Unsynchronized and synchronized packets (i.e. simulta-
neous access attempts from many devices reacting to the
same/similar events)

The above-mentioned features have been also confirmed
through a recent traffic measurement analyses for non-realtime
applications in an operational 2G/3G cellular network [7].
Another recent study in an operational 3G network with
the Busplus application has shown that even a few tens of
M2M terminals can lead to a significant network accessi-
bility degradation (up to 60%), which seriously affects the
conventional services such as data, voice, and video [9]. This
was mainly due to the low data rate and sporadic nature of
the traffic coupled with the sensitivity of the radio access
scheduling algorithm to such a traffic pattern (composed of
packet inter-arrival time and size) [8], leading terminals to the
RRC idle mode creating congestion on the signaling channels



(FACH/RACH).
Thus, understanding the MTC traffic characteristics is a key

for designing and optimizing a network and the applicable
QoS scheme capable of providing adequate communication
services without necessarily compromising the conventional
services. In particular, the success of 3GPP Rel-11 Evolved
Packet System (EPS) depends on the effectiveness of its
class-based network-initiated QoS control scheme to support
MTC and HTC traffics. This is because the operators are
moving from a single to a multi-service offering while the
number of connected devices and their traffic volume are
rapidly increasing [10]. Such a QoS control allows different
packet-forwarding treatment (i.e. scheduling policy, queue
management policy, resource reservation, rate-shaping policy,
link-layer configuration) for different traffic using EPS bearer
mapping, which is a key enabler for supporting various MTC
application scenarios.

The MTC is a very active area under discussions in the
3GPP for integration within the LTE/LTE-Advanced frame-
work [3], the IEEE 802.16 [4], and more generally within
ETSI. Both the 3GPP and the IEEE 802.16 provide traffic mod-
els for M2M in [3] and [4], by considering the average packet
size and the arrival distribution over a given time period. The
3GPP model further distinguishes between unsynchronized
and synchronized traffic. This work extends and generalizes
the existing traffic models by introducing the concept of the
traffic state, where different packet size and inter-arrival time
distributions can be applied depending on the current traffic
state.

This paper is organized as follows. Section II presents the
proposed framework and its modeling approach through an
example application scenario. Section IV provides a discussion
and presents the process of MTC packet generation obtained
by the model. Finally, Section V summarizes and concludes
this work.

II. M2M TRAFFIC MODELING FRAMEWORK

Nowadays, mobile networks are dimensioned using standard
mobile wireless network traffic models, which are based
on the typical behavior of human subscribers. It may be
expressed in typical time spent using speech service, number
of sent/received messages (SMS, MMS) and the amount of
downloaded data. These traffic models do not take into account
traffic generated by machines, thus new traffic models are
required.

Some examples of (future) MTC scenarios are listed below
in order to highlight the diversity in data-traffic the network
designers will have to deal with. For instance, in the case of
meteorological alerts or monitoring of the stability of bridges,
MTC devices will infrequently deliver a small amount of data.
Another type of application is event detection requiring fast
reaction time to prevent potential accidents; one example is
the detection of pressure drop through the pipelines (gas/oil).
Moreover, in the field of surveillance and security, the sensing
devices send periodic reports to the control center until a
critical event happens. Once the event is triggered, event driven

data traffic is first sent by the sensor to a central control unit or
other types of infrastructure. Subsequently more packets may
be exchanged between parties to handle this event.

Analyzing the functions of the majority of the applications
has revealed that the MTC has three elementary traffic pat-
terns:

• Periodic Update (PU): This type of traffic occurs if
devices transmit status reports of updates to a central unit
on a regular basis. It can be seen as an event triggered
by the device at a regular interval. PU is non-realtime
and has a regular time pattern and a constant data size.
The transmitting interval might be reconfigured by the
server. A typical example of the PU message is smart
meter reading (e.g. gas, electricity, water).

• Event-Driven (ED): In case an event is triggered by
an MTC device and the corresponding data has to be
transmitted, its traffic pattern conforms to this second
class. An event may either be caused by a measurement
parameter passing a certain threshold or be generated by
the server to send commands to the device and control it
remotely. ED is mainly a realtime traffic with a variable
time pattern and data size in both uplink and downlink
direction. An example of the realtime ED messages in the
uplink is an alarm / health emergency notification and in
the downlink could be a Tsunami alert. In some cases, ED
traffic is non-realtime, for example when a device sends
a location update to the server or receives a configuration
and firmware update from the server.

• Payload Exchange (PE): This last type of data-traffic
is issued after an event, namely following one of the
previous traffic types (PU or ED). It comprises all cases
where larger amount of data is exchanged between the
sensing devices and a server. This traffic is more likely
to be uplink-dominant and can either be of constant size
as in the telemetry, or of variable size like a transmission
of an image, or even of data streaming triggered by an
alarm. This traffic may be real time or non-real time,
depending on the sensor and the type of the event.

Real world applications are often a combination of the
above-mentioned traffic types, as described in Section III.
Hence, using the three elementary classes above for traffic
modeling enables building models with an arbitrary degree of
complexity and accuracy. For example, a device may enter
the power saving mode, trigger a PU and potentially multiple
ED traffic patterns at regular intervals, thus making the traffic
pattern a periodic event driven. Furthermore the PE may
happen after the ED to provide further details about the events.
It has to be mentioned that the PU and the ED can be regarded
as the short control information type of traffic (very low data
rate), while the PE as the bursty traffic.

For a convenient modeling of MTC traffic (by deploying
the above described traffic categories), we propose an On-
Off structure, as depicted in Fig. 1. Together with the three
distinct traffic patterns mentioned above, this can be integrated
in a Markov structure with four different states s: OFF, PU,



On

PU

ED

PE

Off

End of Process

Timer / Event

Fig. 1. M2M Traffic Modeling Framework

ED and PE. The classification of the states into (several) On
and (one) Off states facilitates the handling of the almost
vanishing data rates, which is typical for MTC. The Off-
state is thereby equivalent to an artificial traffic type, where
no packets are transmitted neither from nor to the respective
machine. This corresponds to situations such as the terminal
being in idle/sleep mode. The predefined states shall resemble
real functionality of MTC devices. This enables the assign-
ment of meaningful side-information to each state, such as
respective Quality of Service (QoS) parameters. For example,
the attribute latency < 100ms may be added to the state ED,
in order to ensure fast forwarding of alarms.

For modeling the data streams within single states s we
deploy renewal processes [14], pp. 254 ff. They consist of a
random packet inter-departure times (IDT) Ds and a random
packet sizes (PS) Ys. Both random processes Ds and Ys
are identical and independent distributed (iid), with arbitrary
marginal Probability Density Functions (PDFs) fD,s(t) and
fY,s(y). Two special cases are: periodic patterns, e.g., fixed
inter-departure time, and Poisson processes, e.g., exponentially
distributed IDT. Even though renewal processes are a too
flexible description for the first three states (e.g., there are
no packets generated in the OFF-state), we stick to this
description for a coherent representation of all four states.

For interaction among the states, we define a Semi-Markov
Model (SMM) [14], pp. 352 ff. Hence, we define transition
probabilities ps,σ between states, with ps,s = 0 transition
probability to the current state. The transition probabilities
are arranged in the transition probability matrix P. Further,
a random sojourn time or holding time Ts is introduced
per state, with arbitrary independent distribution fT,s(t). Two
special cases are: exponential, i.e., corresponding to an ordi-
nary Markov Model, and constant, e.g., a fixed timer. Again,
this description is too general for some states, e.g., the PU
state is visited only for one short instant of fixed duration,
but preferable for the analytic treatment. SMM models are
advantageous for MTC modeling for several reasons: (i) they
allow capturing a broad spectrum of traffic characteristics
[11], especially the almost vanishing data-rate, (ii) enable
augmented modeling if side-information is available (e.g., the
exact number of states are known) [12] and (iii) advanced
fitting mechanisms are established [13], which allow for good
fitting quality, even if nothing but raw traffic-measurements

TABLE I
TRAFFIC MODEL INPUT PARAMETERS

State s fD,s(t) fY,s(y) fT,s(t) P

OFF Deg(∞) Deg(0) · 0 · · ·
PU Deg(∞) · Deg(∆T ) · 0 · ·
ED Deg(∞) · Deg(∆T ) · · 0 ·
PE · · · · · · 0

are given.

The input parameters for the model are summarized in
Table I, where ”·” represents parameters to be fitted to a
desired MTC traffic pattern and the completed items are state
specific constants. Thereby, Deg(·) represents the degenerate
distribution, corresponding to a constant value, and ∆T rep-
resents the minimum temporal resolution of the model. Note,
that the state specific constants conform two special cases,
namely, (i) no traffic is generated within a state, e.g., Off-state
and (ii) the sojourn time is very short and only one chunk of
data is transmitted, e.g., PU and ED-state.

As already mentioned, the amount of generated traffic per
machine (in terms of throughput) is vanishing small. However,
future setups will involve up to hundreds or thousands of
devices [4], hence, the overall data-rate Rtot will be of
interest, in order to optimize applications and infrastructure.
A simple method for estimating of Rtot for a number of N
MTC-devices is outlined in the following. Therefore a set
of parameters are required, which may be deterministic or
random:

• N : Number of M2M devices/sensors
• s, σ: index of the state (e.g., OFF=1, PE, PU, ED=4)
• S: number of states, we assume S = 4
• fD,s: distribution of the inter-departure time in state s
• fY,s: distribution of the packet size in state s
• fT,s: distribution of the holding time in state s
• ρOH: ratio of the signaling overhead with respect to the

data caused by the underlying protocols (e.g. TCP/UDP
and IPv4/IPv6).

• ps,σ: state transition probabilities (e.g., pOFF,PU)
• P: state transition probability matrix
• Ds: mean inter-departure time in state s
• Y s: mean packet size in state s
• T s: mean sojourn time in state s
• πes : stationary state probabilities of the embedded Markov

chain (i.e., the Markov model obtained by sampling the
continuous SMM model at the state transition instances)

• πe: stationary state probability vector of the embedded
Markov chain

• πs: the stationary state probabilities of the SMM
• Rs : the mean data-rate in state s
• Rtot : global mean data-rate

Starting from the defined distributions fD,s, fY,s and fT,s, the
respective mean values Ds, Y s and T s can easily be computed
by integration. Further, the mean data rate for each state s is



calculated according to

Rs =
Y s

Ds

. (1)

From the designated matrix P the stationary state probabilities
of the embedded Markov chain πe can be calculate by solving
the eigenvalue problem

πe = πeP, under
S∑
s=1

πes = 1. (2)

They are further used to calculate the actual state probabilities
of the SMM [14], p. 353 by

πs =
πesTs∑S
σ=1 π

e
σTσ

. (3)

The total expected data rate can now be calculated by summing
over all MTC devices n according to

Rtot = ρOH

N∑
n=1

S∑
s=1

πs,nRs,n, (4)

which becomes to a multiplication with N in case of all
machines are equal.

Despite the complex representation of the traffic in terms of
a SMM, the model fitting is relatively easy. This is due to many
parameters of the model are fixed, cf. Table I. Further, traffic
generated by the four different states is clearly distinguishable.
Hence, a given input stream, the SMM should be fitted to, can
a priori be split into multiple snippets, each of which assigned
to one of the four states. For example, (i) Off phases are
obviously easy to detect, (ii) PU phases are detectable for their
periodicity. Since ps,s equals zero, each snippet represents a
single sojourn at the given state. Consequently, the parameters
fD,s, fY,s, and fT,s can be estimated from the set of snippets
associated to the state s. Further, ps,σ can be estimated from
the sequence of snippets by assessing the number of transitions
form s to σ. The mentioned parameters fully define the model.

In the following section, we apply the proposed modeling
framework to a realtime sensor-based alarm and event de-
tection applications and extract the elementary MTC traffic
patterns and estimate the total traffic volume.

III. MODELING SENSOR-BASED ALARM AND EVENT
DETECTION APPLICATIONS

Many categories of sensor-based applications exist or will
be reasonably implemented in the future. In some applications,
sensors infrequently deliver a small amount of data: e.g.
high risk transportation, meteorological alerts, and stability
of buildings. Another type of application is event detection
requiring fast reaction time. An example is the detection
of pressure drop through the pipelines (gas/oil); this critical
information should be sent immediately to the control center in
order to prevent potential accidents. In the field of surveillance
and security, discrete sensors which should stay undetected
enable interesting applications too. Examples of this type of
applications can be intrusion detection sensors, or automated

TABLE II
TRAFFIC PARAMETERS FOR UPLINK SENSOR BASED ALARM SCENARIO,

VALUES IN SECS. AND BYTES

State s fD,s(t) fY,s(y) fT,s(t) P

OFF Deg(∞) Deg(0) Deg(30 min) 0 0.5 1 1
PU Deg(∞) Deg(1000) Deg(∆T ) 0.5 0 0 0
ED Deg(∞) Deg(2000) Deg(∆T ) 0.5 0.5 0 0
PE Deg(∞) Deg(0) Deg(∆T ) 0 0 0 0

network of surveillance camera (for instance with or without
motion or pattern detection, mounted on robots), which send
periodic reports to and interact with the control center, possibly
in a completely automated way, until a critical event requiring
the human intervention is detected. Depending on the type
of applications, certain cases may require the deployment of
proprietary networks, or they may be run on top of a standard
LTE/LTE-A network or of a mesh network deployed for a
specific need. Only the operational context may decide of the
exact network architecture. The traffic for this scenario follows
two different elementary patterns:

• PU: periodic very low data rate messages (GPS, photo,
text, time) from the sensors to the control center.

• ED: event-driven very low data rate alarm signals
from the control center to the corresponding authori-
ties/organization.

Table II presents the traffic parameters for sensor-based
alarm and event detection scenario. The corresponding graph-
ical representation is given in Fig. 2. The sensor enters the
PU state periodically to send a keep-alive message. When
a event is detected, for example pressure drop through the
pipelines, the sensor transfers to the ED state immediately
to send the alarm message. The model could be extended to
support transition from ED to PE state if larger amount of data
should be sent to the server after occurrence of an event, for
example transmission of a set of images or a video streaming
upon detection of a movement.

PU

ED Off

Timer

End of process

End of process

Event

Event

Fig. 2. Sensor based Alarm

Given the values presented in Table II and assuming
∆T = 1 s, the data rates can be calculated according to
Eq. (1) to Rs = 0, 1kB/s, 2kB/s, 0 for the OFF, PU, ED
and PE states, respectively. Solving Eq. (2) results in πe =
(0.44, 0.22, 0.33, 0)T for the embedded state probabilities and
Eq. (3) yields π = (0.99, 0.000275, 0.000412, 0)T for the state
probabilities of the SMM. Finally, assuming N = 30 000 MTC
devices of the same type and 10% signalling overhead amounts
to an overall data rate of Rtot = 36 300 B/s, cf. Eq. (4).



IV. DISCUSSIONS

The modeling approach presented above enables to emulate
a broad range of MTC devices. We are able to accurately
reproduce the traffic characteristics of such devices and allow
for including control overhead, since this is done on the
level of single machines. Fig. 3 shows the process of packet
generation for MTC applications derived from the proposed
traffic modeling framework, developed and validated in the
context of the OpenAirInterface traffic generation (OTG) tool
[15]. In the state Si, the decision upon the transition to the
next state is made when the sojourn/holding time Ti expires.
During the Ti time, payloads/packets of a single node are
generated according to the application-specified traffic model.
If the traffic aggregation is applicable, payloads of multiple
nodes are combined together to generate a single packet.
Note that no traffic is generated within the off-state and
during the state transition. The simplicity of the model allows
for the simulation of highly populated quasi-synchronized
communication scenarios (e.g. it might be used to generate
traffic of 30 000 devices, which is the maximum amount of
smart meter devices expected to be served by one cell in a
densely populated urban area [3]).

State
S

Sojourn 
Ts 

Packet 
(Ds,Ys) 

No

Yes

Generate 
Packet

Aggregate

Transition 
ps,σ 

Yes

Fig. 3. Packet generation process

Different service classes and QoS requirements are inher-
ently incorporated into the presented approach, due to the
modular structure of the SMM. This allows for content-aware
simulation/evaluation of the performance of next-generation
networks. The motivation for such simulations is to accredit
the fact that the ultimate metric for evaluating the performance
of a network is user-satisfaction (not overall throughput as
often assumed). For example, if the network infrastructure is
able to forward the PE-type traffic with higher priority (hence,
lower latency) than the PU-type traffic, the overall user-
experience is improved. Future network-performance metrics
will increasingly integrate diverse aspects of user-experience
and therefore, traffic models equipped respective classification
capabilities are needed.

V. CONCLUSION

To accommodate MTC over the emerging networks partic-
ularly LTE/LTE-A system, a state-full traffic modeling frame-
work for MTC is proposed. It aims at building a complex
application traffic through a combination of the elementary
MTC traffic patterns, namely periodic update, (sporadic) event
driven, and (bursty) payload exchange messages. With the
proposed model, the traffic patterns and load for MTC can
accurately be modeled and estimated, which is crucial for a
better design and optimization of a system providing services
for MTC applications. The model is analyzed through one real
time sensor-based application scenario, where the elementary
traffic patterns and load are extracted and estimated. Finally,
the process of packet generation are derived from the proposed
traffic modeling framework, which can be implemented by the
traffic generation tool.
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