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Abstract

The active reliable multicast protocol with intermediate node support (ARMPIS) is introduced to guarantee message delivery to all multicast receivers in
ad hoc environment. ARMPIS distributes multicast message cache and retransmission tasks among intermediate nodes to offer a scalable reliable multicasting.
Due to limited memory and node’s mobility, ARMPIS defines intermediate node as all nodes which overhear multicast messages. Thus it includes not only
multicast traffic conveyors but also their neighbors and group members. Simulation results show that ARMPIS has a packet delivery close to 100% and
maintains a low bandwidth consumption facing to frequent topology change. This protocol is also stable as traffic load increasing.

keywords: Ad hoc networks, active reliable multicast

I. INTRODUCTION

A mobile ad-hoc network (MANET) is a multi-hop network formed by a collection of mobile nodes without using fixed
infrastructure. Their portability and fluidity make them to be ideal choices for applications such as emergency rescue opera-
tions, group travel, instant Internet game or file distribution during a conference. Many of these applications require error-free
one-to-many or many-to-many data delivery. The properties of MANETs, such as limited bandwidth, low memory capacity
and high degree of mobility, make the design of a reliable multicast protocol for MANET a challenging task.

For this aim, we design a reliable multicasting protocol, called active reliable multicast protocol with intermediate node
support (ARMPIS), which extends receiver-initiated automatic repeat request (ARQ) mechanism [1,2] to MANET. Our main
contribution is that ARMPIS distributes packet storage and retransmission responsibility to all nodes which overhear multi-
cast packets. These nodes are called intermediate nodes. According to this definition intermediate nodes include not only
group members and nodes which forward multicast packets but also the neighbors of multicast packet forwarders. In reliable
multicast, retransmission load of source is a function of link loss rate, size of network and group. In MANET, link loss rate is
relatively high due to wireless interface and node’s mobility. Thus, we think it is necessary to make intermediate nodes share
retransmission tasks. Retransmission made by intermediate nodes lead to recovery packets travel a shorter route than original
ones traveled and consequently achieves a higher recovery success and lower bandwidth consumption. Intermediate nodes
need to store multicast packets for retransmission while limited memory prevents them to store all packets. Our strategy is that
in ARMPIS, intermediate nodes randomly store overheard multicast packets to reduce duplicated cache among neighbors and
a node queries its neighbors about the request packets before forwarding a retransmission request. Furthermore, this protocol
needs no other control packet than negative acknowledge message (NACK) and independent of unicast routing protocols. The
route to source is established by on-going traffic and retransmission paths are established during NACK forwarding. ARMPIS
can cooperate with either tree-based or mesh-based multicast routing protocols, such as [3–6]. We use multicast delivery
structure to indicate multicast tree and mesh in the rest paper.

The rest of this paper is organized as follows. Section II analyzes the necessity of distributing retransmission task to some
other nodes than source in MANET. Section III describes ARMPIS in detail. Section IV presents performance analysis. And
concluding remarks are made in Section V.

II. MATHEMATIC ANALYSIS

In this section, we analyze the source retransmission load on binary trees to approve the necessity of distribution retrans-
mission responsibility. We suppose that the tree is rooted at source and all leaves are receivers. The source sends � multicast
packets to these receivers. The packet loss rate on each link is � and it is the source that takes the responsibility of retransmis-
sion.
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Fig. 1. Binary trees

First, we calculate the retransmission load of source (root) to guarantee the delivery to two receivers (leaves) in Figure1(a).
In this case, the retransmission load is ��� �������
	�� �������������

� � . While, a two level binary tree (Figure1(b)) can be seen as a one

level tree in which two leaves are sub one level tree. Thus, the retransmission load in two level tree is ��� ��������	���� � ������������
� � .

Consequently, as network and group size increase, the retransmission load of root in a three level tree (Figure1(c)) is � � �!���
�"	#�%$ �&���'�(�'����

� � .
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Fig. 2. Retransmission rate as a function of loss rate on each link p

The above formulas demonstrate that retransmission load is a function of group and network size but also packet loss rate
on links. In wired network, packet loss rate is relatively small and it is network size that plays a key role in retransmission
overhead. Local recover/retransmission strategies are applied only to large scale networks to maintain the scalability of reliable
multicasting. However it is not the case in MANET, where loss rate is relatively high due to wireless interface and node’s
mobility. Even in a small network, retransmission load might be important. Figure2 illustrates how source retransmission rate
(retransmission load �)� over original load � ) varies as loss rate changes in a three levels binary tree. For example when p
equals to 0.034, the retransmission rate is 0.5. On the contrary, if every node in the tree takes the retransmission responsibility
to its direct downstream nodes, the retransmission load of source is always that in one level tree whatever the tree size is.
Therefore, it is necessary to distribute retransmission tasks among source and some other nodes to reduce this overhead in
MANET .

III. ACTIVE RELIABLE MULTICAST PROTOCOL WITH INTERMEDIATE NODE SUPPORT

A. System model

In this paper, we make the following assumption. Links between nodes are symmetric. Before sending data packet to group,
source assigns a consecutive sequence number into packet. Then a multicast routing protocol delivers packet to the receivers.
Receivers detect losses primarily by sequence gap in the data packets. During a multicast session, senders have all packets
they sent and receivers have all packets they received. We consider a scenario where there are n sources and m receivers in the
multicast group sharing the same multicast delivery structure.
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B. ARMPIS Protocol Design Principle

In ARMPIS, intermediate nodes are group members, nodes which convey multicast traffic and the neighbors of these
conveyors, in brief, all nodes that overhear multicast traffic. These nodes are active in the sense that they cache multicast
packets and perform retransmission. When a multicast traffic conveyor forwards packets, the broadcast nature of the air
interface permits its neighbors to overhear the packets. Thus, these neighbor nodes can help to cache data packets for future
retransmission. For example, Figure 3 illustrates a simple MANET where source � sends packets to three receivers � � , � � ,��� . When �����
	�� forwards multicast packets, its neighbor �����	�� can receive those packets at same time. Then �����
	�� can
store and participate retransmission if there is delivery failure to � � and ��� .
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Fig. 3. Multicast packet delivery

Intermediate nodes store packets with a certain probability (denoted by p) to realize distributed multicast data cache. There
are some further reasons why we use such a probability. (1) The memory capacity of mobile nodes is limited. If nodes store
every data packet they receive, they can only keep the newest packets. (2) It is unnecessary to store all packets. Simulation
results ( [3] and [4]) show that multicast routing protocol can deliver safely most of the traffic. Storing successfully delivered
packet wastes memory capacity. (3) Nodes mobility causes frequent changes in their roles. A node can be multicast traffic
conveyor at a given moment and become a neighbor at the next moment, or is far away from the structure.

C. ARMPIS Protocol Description

Each node in ARMPIS reserves a memory space as multicast packet caching buffer, which behaves in a FIFO fashion.
Nodes dispose a table called relayed packet list for duplication detection. This table contains three fields: group identification,
source identification and sequence number. These informations identify a multicast packet in the network. Before forwarding
a multicast packet, a node stores the relevant information in the relayed packet list. Packets listed in the table will not be
processed second time. ARMPIS defines two kinds of NACKs: local broadcast NACK which are sent to neighbors for
local inquiry, and unicast NACK which are addressed to the request packet’s source. A NACK message contains group
identification, source identification and a reference list. During data forwarding, a header is added in traffic packets in which
there is a field to indicate that the packet is original one or retransmitted.

ARMPIS is a receiver-initiated, NACK-based scheme in which receivers are responsible for detecting and requesting lost
packets. This protocol contains two phases: data delivery phase and data repair phase.

In the data delivery phase, the source assigns consecutive sequence numbers into data packets before sending them. At the
same time when a multicast routing protocol delivers these packet to group receivers, ARMPIS caches packets and generates
reverse path to the source. When intermediate nodes receive a non-duplicate data packet, they fill their relayed packet list to
avoid processing the same packet next time. Routing protocol also uses relayed packet list during delivery for the same goal.
Node uses the following way to achieve cache received packets with probability p. Node asks a uniform distribution random
value generator to generate a random number between 0 and 1. Node stores this packet if the random number is smaller than
p. Registering the node from which the original packet comes, nodes update the reverse path to the source.

In the data repair phase, receivers detect losses primarily by sequence gap in data packets and initiate a negative acknowl-
edgment to request retransmit the lost packets. When receiving a NACK, nodes aggregate NACK with processed NACKs and
delete duplicate requests. Before forwarding NACK to the source, nodes do local recovery beginning with looking for the
requested packet in their cache. If the packet is not found, they delete the relevant packet information from relayed packet
list to permit that multicast routing protocol forwards the packet a second time and then send a broadcast NACK to check the
caches of their neighbors. In case of local repair failure, a unicast NACK is forwarded to the next hop on the reverse path
toward the source. These steps repeat until the requested packet is found. Before transmission node marks in the packet header
that this packet is a retransmitted one. Then, the requested packet is sent by multicast routing protocol as a normal packet.
and forwarded only by the conveyors which do not have the relevant packet information in their relayed packet list. In case of
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retransmission failure, data repair phase is re-executed.

IV. PERFORMANCE ANALYSIS

We used ���
�

[7] to analyze the performance of ARMPIS. In the simulations, ARMPIS was integrated into Multicast Routing
protocol with Dynamic Core (MRDC) [4]. MRDC constructs on-demand a group-shared tree rooted on the first source of a
multicast session. Multicast tree members send multicast packets on broadcast. The source code can be found in the author’s
home page [8]. Two other multicast routing protocols, Adaptive Demand-Driven Multicast Routing protocol (ADMR) [9] and
the On-Demand Multicast Routing Protocol (ODMRP) [6], are also available on the web site of RICE MONARCH project
[10]. Both ADMR and ODMRP are ”source based” in the sense that receivers receive packets directly from sources. While
MRDC is ”group shared” because packets from other sources should go through the core, which increases the difficulty of
get recovery packet from sources. We believe that ARMPIS should provide a better performance with ODMRP and ADMR.
We compared ARMPIS with a protocol (denoted by ARMP1) in which nodes did not cache packets and feedbacks were sent
directly to the source as in [11].

Our simulation modeled a network of 50 mobile nodes placed randomly within a 1000m * 1000m area. Radio propagation
range for each node was 250 meters and channel capacity was 2Mbits/sec. Each simulation executed for 900 seconds of
simulation time. Collected data was averaged over multiple runs with different movement scenarios. For each multicast
group, 10 nodes were randomly chosen as multicast member. These members join the multicast session at the beginning of
the simulation and remain as members throughout the simulation. Multicast traffic was generated by constant bit rate sources.
Each source transmitted 3200 packets during a simulation with a speed of 4 pkt/sec. The size of data payload was 512 bytes.
These sources were attached to nodes which were arbitrarily chosen among multicast members.

We studied the performance by varying three parameters: the probability p, the maximum movement speed and the number
of sources. The number of groups was the mode 2 of the number of sources. Two metrics were used for performance analysis:
Packet delivery ratio, which is the percentage of data packets correctly delivered to receivers over the number of data packets
that should have been received, and Source retransmission load, which is the number of data packets retransmitted by sources.
The performance analysis contains three aspects, the impact of cache probability, node’s mobility and traffic load. The rest of
this section presents them in detail.

A. The impact of cache probability p

First, we set the number of source to 6 (three groups and two sources per group) and maximum movement speed to 5 m/s
while vary the cache probability from 0 to 1 to see the behaviors of ARMPIS. When p equals to 1, nodes store all packets they
overhear. This results to only the newest packets being stored in cache. On the contrary, when p is set to zero, nodes do not
cache any packet.

(a) Packet delivery ratio v.s. cache probability (b) Total traffic load v.s. cache probability

Fig. 4. The impact of cache probability p

Figure4(a) shows that packet delivery ratio is improved when cache probability passes from 0 to 0.1 then remains stable.
Thus, increase cache probability cannot enhance packet delivery ratio. On one hand, when cache probability increases, the
duplicate storage among neighbors increases while the number of total different packet in the cache of intermediate nodes
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decreases and NACK should go further to find the request packet(s). On the other hand, total traffic load in the network
(illustrated in Figure4(b)), which includes original multicast messages and recovery messages, rises along with the increase of
cache probability. To achieve low bandwidth consumption and high network throughput, cache probability should keep small.
ARMPIS gives the best compromise between packet delivery ratio and bandwidth consumption when cache probability equals
to 0.1. In the following simulations, we choose this value as cache probability.

B. The impact of node mobility

In this aspect, the maximum movement speed of nodes range in the set
�
0, 1, 5, 10 ,15,20 � m/s and the number of sources

is fixed to 4.

(a) Packet delivery ratio v.s. Maximum speed (b) Source retransmission load v.s. Maximum speed

Fig. 5. The impact of node’s mobility

Figure5(a) shows the packet delivery ratio with different maximum speed of these three protocols. The results show that
ARMPIS is reliable against frequent topology changes: mobility has nearly no impact on the performance of ARMPIS while
frequent topology changes degrade the performance of underlying multicast routing protocol. ARMP1 gives a worse per-
formance than ARMPIS. In ARMP1, only source can resend the lost packets, thereby the recovery packets have the same
loss probability as the primary ones. But local recovery mechanism can decrease this risk by proposing a shorter path for
retransmission.

Figure5(b) illustrates the number of packets retransmitted by source. ARMPIS makes source retransmit five times less
packets than ARMP1 does. ARMP1 should retransmit more packets as node’s mobility increase since MRDC delivers less
packets. Compared with ARMP1, ARMPIS distributes retransmission works and have less retransmission failures.

ARMPIS is reliable facing to topology changes and can deliver nearly 100% data packets in all mobility cases. This protocol
is also scalable in the sense that it does not generates significant retransmission load as node’s movement speed increases.

C. The impact of traffic load

In traffic load experiment, node mobility speed is moderate with maximum speed at 5 m/s. The number of multicast sources
increased from 2 to 8. The number of groups was consequently increased from 1 to 4.

The packet delivery ratio as a function of the number of sources is presented in Figure6(a). ARMPIS maintains nearly
100% packet delivery ratio till seven sources and then appears a little degenerative. However, it can transfer more than 99%
data packets to all receivers. This shows that this protocol reliable when traffic augments. The performance of ARMP1
exponentially degrades. MRDC has a linear degradation even when no congestion happens. This phenomenon is related to
the data forwarding fashion employed by MRDC, which works on top of IEEE 802.11. This later does not offer delivery
guarantee for broadcast and multicast packets. When MRDC forwards multicast packets, some packets are lost due to hidden
terminal problem. And it becomes serious when network load increases. In ARMP1, retransmission initiated by the original
source adds considerable extra traffic to the network (see Figure6(b)), which raises collision risk and introduces congestion.
That’s why the packet delivery ratio decreases more quickly after 5 sources. On the contrary, local recovery mechanism of
ARMPIS tries to find the request packet as close as possible to the receivers. As a result, the retransmission load of ARMPIS
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(a) Packet delivery ratio v.s. # of sources (b) Source retransmission load v.s. # of sources

Fig. 6. The impact of traffic load

is less important than that of ARMP1 that makes ARMPIS outperform ARMP1. Since there is no retransmission congestion
control, when traffic becomes heavy in the network, the performance of ARMPIS finely degrades.

As demonstrated in Figure6(b), the packets resent by sources in ARMPIS is much less than those in ARMP1. In the case
of 7 and 8 sources, each source of ARMP1 retransmits nearly the same number of primary packets while retransmission load
of sources nearly no change. This phenomena can be explained by the fact that wireless channel is saturated around sources
which prevent them to receive further NACKs. These source do not consequently generate more retransmission load. It also
explains why packet delivery ratio of ARMP1 decreases so quickly from 7 sources to 8 sources while at the same time, the
degeneration of MRDC is not so significant. On the contrary, in ARMPIS much more NACKs arrive at sources in the case of
8 sources than that of 7 sources. Then, the retransmission load of source is doubled.

V. CONCLUSIONS

In this paper, we introduced our active reliable multicast routing protocol with intermediate node support, ARMPIS, to
support reliable multicast in mobile ad hoc network. Intermediate nodes in ARMPIS are nodes that overhear multicast mes-
sages. These nodes store multicast messages in their buffers for future retransmission to enhance the performance of reliable
multicast and reduce bandwidth utilization caused by retransmission. Instead of caching every multicast packet, nodes save
them with a probability, called cache probability, to reduce the probability of cache same message among neighbors. The
performance evaluations suggest a small cache probability since a high cache probability degrades message cache distribution
among neighbors. The simulation results show that ARMPIS is reliable in both low and high mobility cases when network
load is moderate. The source’s retransmission load is greatly reduced.
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