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Abstract

The asymptotic –in the number of antennas– theoretic capacity of a MIMO (Multiple Input Mul-
tiple Output) system is derived when considering Rice distribution entries. Assuming perfect knowl-
edge of the channel at the receiver, analytical expressions of the capacity are derived in the case of
perfect and partial (based on the mean and limiting eigenvalue distribution of the mean) knowledge at
the transmitter. Remarkably, the capacity depends only on a few meaningful parameters, namely, the
limiting eigenvalue distribution of the mean matrix, the signal to noise ratio (SNR), the Ricean factor,
and the system load. These results show in particular that, for a given SNR and in contrast to the SISO
(Single Input Single Output) case, the MIMO Rice channel does not always outperform the MIMO
Rayleigh channel in terms of capacity. Moreover, the results are also useful to quantify the effect of
feedback on general MIMO systems.

I. INTRODUCTION

The problem of analyzing channel models is crucial for the efficient design of wireless sys-
tems [1]. Unlike the additive white Gaussian channel, the wireless channel suffers for con-
structive/destructive interference signaling [2]. This yields a randomized channel with arbi-
trary statistics. Recently [3], [4], the need to increase spectral efficiency has motivated the use
of multiple antennas at both the transmitter and the receiver side. The pioneering works in
[5] and [3] on multiple antennas at both the transmitter and the receiver site promise huge in-
creases in the throughput of wireless communication systems. In the case of MIMO Rayleigh
channels withnt transmit antennas andnr receive antennas, with perfect channel knowledge
at the receiver and no channel knowledge at the transmitter, the ergodic capacity increase is
min(nr, nt) bits per second per hertz for every 3dB increase at high SNR1 [5]. However, for
a general Ricean MIMO fading channel, linear growth with respect to the number of antennas
of the ergodic capacity is still an open question. Indeed, although a Rice distribution is well
known to enhance the performance with respect to the Rayleigh one in the SISO case, these
results cannot be straightforwardly extended to the MIMO case and depend mainly on the char-
acteristics of the line of sight component of the channel and on the channel state knowledge at
the transmitter and the receiver.
Numerous contributions are already available on MIMO Ricean channels. The capacity of
MIMO Ricean channels for various state of knowledge at the transmitter and the receiver and
for various propagation models has already been considered in [6], [7], [8]: These analyses,
based on simulations, have produced diverse conclusions depending on the assumptions made.
This fact strengthens the need of a unified framework able to capture the essential parameters
that characterize the capacity of a MIMO Rice channel. On the theoretical side, the available
analysis has been mainly focused on rank 1 Rice fading. In [9], tight and upper bounds for the
capacity of rank 1 Rice fading are derived when the transmitter has knowledge of the statistical
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1While in the single antenna additive Gaussian channel, 1 bit per second per hertz can be achieved with every 3dB increase
at high SNR.
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properties of the fading process but does not know the instantaneous channel state. In [10],
[11], the capacity of a Ricean MIMO channel with uncorrelated entries is studied: In the case
of a diagonal line of sight matrixA, the capacity was shown to be achieved by a Gaussian
input vector of a diagonal covariance matrix. Moreover, the optimal covariance matrix of the
Gaussian input vector is shown to have the same eigenvectors asAHA. In [12], mutual in-
formation with uniform power allocation across the antenna elements is analyzed in the high
SNR regime. It is shown that asymptotically in the SNR, this strategy of power allocation is
optimal from a capacity perspective. In the case of a rank-1 Ricean MIMO channel, Hansel et
al. show that the mutual information is asymptotically (in the number of antennas) non-central
Gaussian [13]. Even though recent papers [14] have shown that the Rice distribution may incur
a loss with respect to the i.i.d Rayleigh case, under which conditions this result is true is still
an open problem as recently put into question in [15]. Hence, for general Rice models, results
are still unknown and may seriously put into doubt the MIMO hype.

In this contribution, using asymptotic arguments, we derive the capacity of general Ricean
MIMO channels assuming perfect knowledge of the channel at the receiver and various types
of state of channel knowledge at the transmitter:

• Perfect channel knowledge at the transmitter.
• Knowledge of the channel mean matrix.
• Knowledge of the limiting singular value distribution of the channel mean at the transmit-

ter
The results are based on random matrix theory [16] and are valid in the asymptotic regime, as

the number of transmitting and receiving antennas increase but the ratio remains constant. The
random matrices show self-averaging properties in asymptotic conditions, as both the matrix
dimensions tend to infinity with a fixed ratio. This feature has been widely exploited in several
contexts (e.g. code division multiple access systems, orthogonal frequency division modula-
tion systems, and MIMO systems) and resulted in describing the system properties in terms of
few macroscopic system parameters surprisingly valid for not so large systems. Our analysis
predicts the behaviour of a general Ricean MIMO channel using only a few meaningful pa-
rameters, namely the asymptotic singular value distribution of the mean matrixA, the Ricean
factorK, the SNR, and the number of receive antennas per transmit antennaβ = nr

nt
. The anal-

ysis is all the more interesting as the results are striking in terms of closeness to simulations
with reasonable size matrix (as far as capacity is concerned).

II. CHANNEL MODEL AND NOTATIONS

Throughout the paper the superscriptH denotes the transpose conjugate of the matrix argu-
ment,In is the identity matrix of sizen × n andC andR are the fields of complex and real
numbers, respectively.tr(·), ‖ · ‖F , and| · | are the trace, the Frobenius norm, and the spectral

norm of the argument, respectively (e.g.‖A‖2 =
√

tr(AAH), |A| = max
xxH≤1

xHAAHx with

x arbitrary column vector).E(·) is the expectation operator.δij is the Kronecker symbol and
δ(λ) is the Dirac’s delta function.

We consider a point-to-point communication systems withnt co-located transmitting anten-
nas andnr co-located receiving antennas. The channel is linear with flat fading and additive
noise. Its discrete-time equivalent model is given by

y =

√
ρ

nt
Hx + n. (1)

x ∈ Cnt is the column vector of transmitted signals with covariance matrixE(xxH) = Q.
y ∈ Cnr is the column vector of received signals.n ∈ Cnr is the column vector of the additive
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white Gaussian noise with circularly symmetric, zero mean and unitary variance entries.H ∈
Cnr×nt is the channel matrix whose elementhij represents the complex channel gain between
the j-th transmit antenna and thei-th receive antenna. Without loss of generality, we assume
that the average energy of the channel is normalized according toE(tr(HHH))

nrnt
= 1 so that

ρ represents the SNR per receiving antenna. The complex entries ofH are independently
Gaussian distributed with identical variance and meanE(hij) = µij. Denoting byK the Rice
factor of the channel, we rewrite the channel matrixH as

H =

√
K

K + 1
A +

√
1

K + 1
B (2)

so as to separate the random component of the channel and the deterministic part:
• A represents the line of sight component of the channel such as‖A‖2

F = ntnr with entries

aij =
√

K+1
K

µij .

• B is the random component of the channel with Gaussian, independent and identically
distributed entries. The complex elementbij is circularly symmetric2, with zero mean and
unit variance.

Note that the model is general enough to take into account line of sight (LOS) and non line of
sight (NLOS) cases. Indeed, asK → ∞, (2) models a deterministic fading channel, whereas
for K = 0 it describes a Rayleigh fading channel. In all the following, we will also assume
that, asnr, nt → ∞ with constant ratioβ = nr

nt
, the sequence of the empirical eigenvalue

distribution of the matrixAAH

nt
converges in distribution to a deterministic limit functionF A√

nt

.

Note that within this assumption, one can take into account the case where the rank ofA
increases to+∞ at the same rate than the number of antennasnt.

Throughout this contribution, for any square matrixC we denote withĈ one of the possible
diagonal similar matrices (through a singular value decomposition for example). We call ”di-
agonal” anm × n matrix whose(i, j) component is zero wheneveri �= j, for 1 ≤ i ≤ m and
1 ≤ j ≤ n. Given a rectangular matrixC, Ĉ denotes a ”diagonal” matrix obtained multiplying
C on the left and on the right by unitary matrices. Finally,J(H , Q) denotes the mutual infor-
mation per receiving antenna, between the input Gaussian vectorx with covariance matrixQ
and the output of the channelH. In this case, it holds [17]

J(H , Q) =
1

nr

log2 det

(
Inr +

ρ

nt

HQHH

)
. (3)

III. M AIN RESULTS

In this section we analyze the capacity of the channelH per receiving antenna as the system
size grows large, i.e. asnt, nr → ∞ with constant rationr

nt
= β. We refer to it as the asymptotic

capacity per receiving antenna. The asymptotic capacity per receive antenna is determined
assuming perfect knowledge of the channel at the receiver and for the following channel state
information (CSI) at the transmitter:

• The transmitter has perfect knowledge of the channel. The correspondant asymptotic
capacity per receiving antenna is denoted withC1.

• The transmitter has perfect knowledge of the line of sight matrixA. C2 is the correspon-
dent asymptotic capacity per receive antenna.

• The transmitter has perfect knowledge of the limiting eigenvalue ofAAH

nt
. In this case the

natural choice for the transmitted vector is to distribute power equally over all transmitting
antennas [18]. We denote byI3 the correspondent mutual information per receive antenna.

2This condition can be easily removed. It is used here only to simplify the proof that the matrixH√
nt

satisfies the Lindberg
condition.



4

A. Perfect channel knowledge

With perfect knowledge of the channel at the transmitter, the total transmit power can be
allocated in the most efficient way over the different transmitters according to the water filling
power allocation to achieve the highest possible bit rate [17].

Theorem 1: Given a channelH, the channel capacity per receiving antenna converges al-
most surely, asnr = βnt → ∞, to a deterministic valueC1 given by

C1 =
1

ln 2

∫ +∞

1
µ∗

ln λµ∗d F H√
nt

(λ) (4)

whereµ∗ satisfies the equation

β

∫ +∞

1
µ∗

(
µ∗ − 1

λ

)
d F H√

nt

(λ) = ρ (5)

andF H√
nt

(λ) is the limit distribution function of the eigenvalues ofHHH

nt
, whose Stieltjes trans-

form m H√
nt

(z) is the unique solution of the fixed point equation

m H√
nt

(z) =

∫ d F A√
nt

(λ)

Kλ
βm H√

nt

(z)+K+1
− z

(
βm H√

nt

(z)

K+1
+ 1

)
+ 1−β

K+1

(6)

such thatIm(m H√
nt

(z)) > 0 for Im(z) > 0.

Proof: See [19].
We recall that, if the distribution functionF (λ) has a continuous derivative, it is related to

its Stieltjes transformm(z) =
∫ dF (λ)

λ−z
by

dF

dλ
=

1

π
lim

y→0+
Im(m(λ + iy)). (7)

Remarkably,C1 is completely determined knowing onlyF A√
nt

(λ), β, ρ, andK and not the

particular fluctuations of the fading. However, note that the ability to achieveC1 requires that
H is completely known at the transmitter (and in particular the eigenvectors on which to send
the powers). Therefore,C1 is achievable only if the channel fades slowly enough that the
transmitter can have complete knowledge of the channel.

Remark
• In the caseK → ∞, equation (6) simplifies to

m H√
nt

(z) =

∫ d F A√
nt

(λ)

λ − z
(8)

which is nothing else then the Stieljes transform of the distribution of the line of sight
component.

• In the caseK → 0, equation 6 simplifies to

m H√
nt

(z) =
1

−z(βm H√
nt

(z) + 1) + (1 − β)
(9)
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which yields

d F H√
nt

(λ) =

{
[1 − 1

β
]+δ(λ) + 1

πβλ

√
λ − 1

4
(λ − 1 − 1

β
)2 if(

√
1
β
− 1)2 ≤ λ ≤ (

√
1
β

+ 1)2

0 otherwise

where[z]+ = max(0, z). Note that although the computation of the capacity is indepen-
dent of the channel realization, one needs however to know each realization to achieve
it.

B. Perfect knowledge of the line of sight matrix A

The channel capacity of a Ricean channel with channel mean matrix known at the transmitter
is achieved by Gaussian transmitted vectors with covariance matrix having the same eigenvec-
tors as the matrixA

HA
nt

[10]. Therefore we focus our attention on transmitted vectors having
these properties and derive from them the mutual information per receive antenna.

Theorem 2: Let A be the line of sight matrix of the channelA with the singular value de-

compositionA = VÂU
H

and letQ̂ ∈ Rnr×nt be a diagonal matrix. Asnr, nt → ∞ with
nr

nt
→ β, the mutual information of the channelH per receiving antenna with Gaussian inputs

having covariance matrixUQ̂U
H

converges almost surely to a deterministic value given by:

J(H,UQ̂U
H

) =
1

ln 2

∫ ρ

0

1

x

(
1 − 1

x
m2

(
−1

x

))
d x. (10)

m2(z) is the unique function solution to the following system of equations:
m1(z) =

∫ β(m1(z) − z(K + 1))q(K + 1) d F A√
nt

(λ)

(K + 1 + βm2(z)q)(m1(z) − z(K + 1)) + (K + 1)Kλq
+

(1 − β)q0(K + 1)

(K + 1 + βm2(z)q0)

m2(z) =
∫ (K + 1 + qβm2(z))(K + 1) d F A√

nt

(λ)

(K + 1 + βm2(z)q)(m1(z) − z(K + 1)) + λq(K + 1)K
(11)

q = q(λ, F (λ), K, β) denotes the diagonal entries ofQ̂ andq0 = q(0, F (λ), K, β).
Proof: See [19].

It follows as corollary of the previous theorem and from Lemma 2 in [10]:
Corollary 1: Let H , A andQ̂ be as in Theorem 2. The asymptotic channel capacity per

receive antenna, asnr, nt → ∞ with nr

nt
→ β, converges almost surely to a deterministic value

C2(H) = max
Q̂(λ,F A√

nt

(λ),K,β)
J(H ,UQ̂UH) (12)

with J(Q,UQ̂UH) as in (10).Q̂(λ, F A√
nt

(λ), K, β) satisfies the power constraint:
1
nt

tr(Q̂(λ, F A√
nt

(λ), K, β)) ≤ 1.

If Q̂
∗
(λ, F A√

nt

(λ), K, β) is the matrix achieving the maximum in (12), the achieving-capacity

covariance matrix isQ∗ = UQ̂
∗
(λ, F A√

nt

(λ), K, β)UH.

Remark: Note that the solution does not correspond to any waterfilling solution on the mean
matrix.
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Interestingly, the capacity in (12) depends only on a few meaningful parameters, i.e. the lim-
iting eigenvalue distributionF A√

nt

, the Rice coefficientK, the ratioβ, and the SNRρ. Although

the computation of the asymptotic capacity per receiving antenna requires only the limit eigen-
value distribution of the matrixAAH

nt
, the channel capacity is achievable only if the line of sight

matrix is completely known at the transmitter, since the achieving covariance matrix depends
on the eigenvectors ofAAH

nt
. In practical communication systems this requires a feedback

mechanism from the receiver. This feedback is feasible in practice as only statistical measures
(mean of the channel) need to be sent back and not the varying channel realizations. Therefore,
C2(H) is the capacity of practical interest, whileC1(H) is an upper bound forC2(H) and
is practically achievable only if the channel is quasi-static and the fading fluctuations can be
tracked at the receiver and can be fed back to the transmitter.

C. Channel knowledge of the limiting eigenvalue distribution of AAH

nt

Since the transmitter has no channel knowledge of the eigenvector structure, the transmitted
power is equally distributed among all the antennas and uniformly radiated on all directions.
The corresponding asymptotic mutual information per receiving antenna is given in the follow-
ing theorem.

Theorem 3: As nt, nr → ∞ with nr

nt
→ β, the asymptotic mutual information per receiving

antenna with Gaussian input entries and covariance matrixQ = Int converges almost surely
to a deterministic value

I3 =
1

ln 2

∫ ρ

0

1

x

(
1 − 1

x
m H√

nt

(
−1

x

))
d x (13)

with m H√
nt

(z) unique solution of the fixed point equation (6) and such thatIm(m H√
nt

(z)) > 0

for Im(z) > 0.
Proof: See [19].

IV. NUMERICAL RESULTS

In this section we validate the theoretical results in Section III by showing that the average
channel capacity of finite systems, with system size relatively small, matches the asymptotic
capacity of the channel in the three cases of interest namely perfect knowledge of the channel
at the transmitter, knowledge of the deterministic component of the channel at the transmitter,
and no knowledge of the limiting eigenvalue distribution of the mean. Additionally, we use the
results in Section III to study the behavior of MIMO channels and give answers to the initial
questions that motivated this work:

• To compare the Rice MIMO channels to the Rayleigh MIMO channels and determine the
impact of the Rice factorK on the channel capacity;

• To analyze how the rank of the line of sight matrix affects the system performance;
• To study the special case of MIMO channel with rank-1 line-of-sight matrix. This case

received special attentions recently in the literature [13], [20];
• To determine the impact ofβ on the channel;

In the following we consider a Rice MIMO channel whose line-of-sight matrix has two distinct
singular values

√
λ1 and

√
λ2. The limit empirical eigenvalue distribution of the matrixAAH

nt

is
F A√

nt

(λ) = p0δ(λ) + p1δ(λ − λ1) + p2δ(λ − λ2). (14)

p0 =

{
0 β ≤ 1

1 − 1
β

β > 1
(15)
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andp1 andp2 are completely defined, once fixed the ratioπ12 = p1

p2
, by the constraintp0 + p1 +

p2 = 1. The eigenvaluesλ1 andλ2 are completely defined once their ratioλ12 = λ1

λ2
is fixed by

the constraint‖A‖2 = ntnr, or equivalently

p1λ1 + p2λ2 = 1. (16)

The functionq(λ) defining the eigenvalues of the capacity-achieving covariance matrix of the
input vector is of the kind

q(λ) = q0δ(λ) + q1δ(λ − λ1) + q2δ(λ − λ2) (17)

with q0, q1, andq2 chosen so that they maximize (10) and satisfy the power constraint

p̃0q0 + p̃1q1 + p̃2q2 = 1. (18)

p̃0, p̃1, and p̃2 are the probabilities of the eigenvalues0, λ1, andλ2 in the matrix AHA
nt

. They
satisfy the obvious relations̃p1 = βp1, p̃2 = βp2, andp̃0 = 1 − β + βp0.

In Figure 1, 2, and 3 we considered a Rice MIMO channel with equal number of transmitting
and receiving antennas,β = 1, p1 = 1

4
, p2 = 3

4
, λ1 = 3, andλ2 = 1

3
. We plotted the ergodic

capacitiesC1 andC2 and the mutual informationI3 (markers in the figures) versus the Rice
factorK for a8 × 8 complex MIMO system at an SNR of0, 5, and10 dB, respectively. In the
same figures, the lines show the corresponding asymptotic capacities as the system dimensions
nt, nr → ∞ with constant ratio. The ergodic capacities obtained by averaging the capacities
of random generated8 × 8 MIMO channels match the calculated curves of the asymptotic
capacities. Note that the match between ergodic and asymptotic capacities is very good also
for systems with a low number of antennas (2 × 2 MIMO systems) as shown later in figure 7.

A. Effect of Channel State knowledge

From the numerical analysis and Figure 1, 2, and 3 it is apparent that:
• C1, C2, andI3 are not monotonic functions inK and the channel behavior depends heavily

on the limit eigenvalue distributionF A√
nt

, the SNR, and the knowledge of the channel at

the transmitter.
• In contrast to the case of a system with single transmitting and single receiving antenna,

in which the Rice channel always outperforms the Rayleigh channel, in the MIMO case
this is not true in general. Let us consider for instance Figure 2: If one has complete
knowledge of the channel at the transmitter the Rayleigh MIMO channel outperforms the
Rice channel. However, when the channel knowledge is limited to the line-of-sight matrix
the capacity of the Rice channel is higher. Finally, if there is no feedback channel in the
system and we assume only knowledge of the limiting eigenvalue distribution ofAAH

at the transmitter, the Rice channel has a lower mutual information than the Rayleigh
channel.

• As already noticed in [12], the capacity gain due to feedback tends to disappear as the
SNR becomes large andC1 → I3 andC2 → I3. This is better enlightened in Figure 4 and
5 whereC1−I3

I3
and C2−I3

I3
versusK are plotted as a parametric function ofρ.

B. Effect of line of sight matrix

In order to analyze the effect of the line-of-sight matrix reduced rank we consider a8 × 8
system with rank of the line of sight matrix varying from 1 to 8 and with identical non-zero
singular values atρ = 10 dB. This corresponds to consider an asymptotic system withβ = 1
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andF A√
nt

= n
8
δ(λ) + 8−n

8
δ(λ − 8

8−n
) andn = 1, . . . , 8. Figure 6 showsC2 versusK as a

parametric function ofn. C1 andI3 have analogous behavior. Therefore, they are omitted. As
K increases, the rank reduction of the line-of-sight matrix reduces the capacity due to the fact
that the line-of-sight matrix becomes dominant with increasingK. Note that in all these cases,
the transition phase with respect toK is around[1, 10].

The Rice MIMO channel with rank-1 line-of-sight matrix has been widely studied under the
assumption that the system size goes to infinity while keeping the line of sight matrix with
constant rank equal to one. In this asymptotic regime the Rice MIMO channel behaves as a
Rayleigh MIMO channel. However, this analysis is not able to catch the characteristics of a
finite MIMO channel with rank-1 line of sight. For instance, in a2× 2 (4× 4) MIMO channel
only 50% (75%) of the line-of-sight matrix singular values are zero and not nearly100% as
previous contributions assume. The theoretical framework developed in Section III allows to
analyze exactly the effect of rank-1 line-of-sight matrix in finite systems by modelling a system
with n×n antennas as a system withF A√

nt

= n−1
n

δ(λ)+ 1
n
δ(λ−n) andβ = 1. Figure 7 shows

the ergodic and asymptotic capacityC1 per antenna versusK as a parametric function ofn.
The theoretical asymptotic curves describe perfectly the ergodic behavior of the rank-1 MIMO
channel also for very small systems (e.g.n = 2).

C. Effect of β

The effect ofβ has been analyzed considering MIMO systems with equal total transmitted
powers. According to the normalization made in Section IIPt = ntρ. Then, the SNR per
receive antenna is given byPt

nt
= ρ

β
. The MIMO channel is described by (14) withπ12 = 1

3

andλ12 = 9, andβ = n
8

, n = 1, . . . , 16. SNR = (10 − 10 log10 β) dB. In Figure 8 we
plot C1 versusK as a parametric function ofβ. Figure 8 shows that, while keeping the total
transmitted power constant, the capacity per receiving antennas is a decreasing function ofβ.
However, the total system capacity has to be an increasing function ofβ. In order to show the
total system capacitỹC1t, which goes to infinity as the system size grows large, let us define
C1t = C̃1t

nt
. C1t = βC1 as the total capacity per transmitting antenna. Figure 9 showsC1t versus

the Ricean factorK as a parametric function ofβ. We can verify that the total system capacity
increases asβ increases.

V. CONCLUSIONS

In this contribution, the influence of line of sight components on the overall performance of
MIMO systems has been considered. Although in the SISO case, it is well acknowledged that
the capacity of Rice fading outperforms Rayleigh fading, in the MIMO case, this result does
not hold3. Our analysis shows that the capacity depends only on the limiting behavior of the
eigenvalues of the mean matrix, the ratioβ = nr

nt
, the SNRρ and the Ricean FactorK through

various fixed point equations depending on the type of state of knowledge available. For the
case where only the line of sight matrix is known at the transmitter, the achieving capacity
input covariance matrix was derived. Moreover, it was shown that for high SNR, the effect of
feedback on the capacity diminishes as already highlighted previously in the case of Rayleigh
fading. However, for low SNR, the effect of feedback is quite important and depends mainly
on the Ricean factorK (typically for K > 10).

VI. A CKNOWLEDGMENT

The authors would like to thank Philippe Loubaton for very useful discussions.
3Note that the conclusion here differ with respect to [15] as we constrain ourselves in all the study to a power limited channel.
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