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Summary

Ultra-wideband (UWB) radio is a new emerging technologycahtpromises to bring a real
revolution in the field of local area wireless communicasiorJWB is based on a shift
in spectrum management paradigm which consists on allowsays to transmit over a
shared bandwidth of several GHz rather than allocatingapibandwidth to each user. No
significant interference is caused to other UWB users nothtercsystems coexisting on the
same frequency bandwidth thanks to the fact that the tratesinpower is constrained to
have a very low spectral density.

Given the huge bandwidth used by UWB systems, the latteratgeiin the low spec-
tral efficiency regime. In our work we investigate the impattUWB characteristics on
the design of adequate signalling and coding schemes. Metivby the fact that chan-
nel knowledge is not required to achieve channel capacitydnishing spectral efficiency,
we consider non-coherent type of detection. We first evaltied performance of practical
non-coherent schemes using on-off signalling. We thensiiyate the impact of channel
estimation, made possible by channel stationary, on sygeformance and show at which
extinct practical coherent UWB systems can outperform camerent ones.

Later we introduce a multi-carrier UWB signalling schemdahhgeneralizes the con-
cept of on-off signalling to the time-frequency 2-dimenti signalling space. We analyze
the performance of this signalling scheme by deriving losret upper bounds on its achiev-
able data rates over the set of all frequency taps corralatiofiles.

We then consider UWB on-off signalling in the context of paeepeer multiple access
networks. We propose a quantized threshold-based norerghesceiver whose perfor-
mance is shown to approach the performance of a genie aideivee

Finally we propose some practical channel code constmgtthat are specially de-
signed for non-coherent UWB m-ary PPM systems. The codeyuasies an exit chart
analysis. Code performance is then measured through gionda






Resune

Latransmission Ultra large bande (UWB) est une nouvellertelogie qui promet d’engendrer
une relle rvolution dans le domaine des rseaux locaux de aornwations sans fil. UWB
est base sur un changement de la philosophie de gestion duesge frquence radio. La
transmission UWB s’effectue sur une bande de frquencegeda plusieurs GHz contraire-
ment aux systmes de transmission classiques qui utilissbandes de frquence troites sur
lesquelles ils bnficient de I'exclusivit du droit de transsion. Ceci est rendu possible grce
a la contrainte, sur la densit spectrale de puissance tragsimpose aux transmissions
UWB et qui implique gu’ils ne gnrent aucune interfrence, desgance significative, ni aux
autres systmes radio avec lesquels ils coexistent ni avesautilisateurs UWB se trouvant
aux alentours.

Etant donne les normes bandes de frquence utilises parnsmrssion UWB cette
dernire opre dans le rgime de transmission trs faible effispectrale. Dans le cadre
de cette thse on explore I'impact des caractristiques dafesmission UWB sur le design
optimal de certains aspects de sa couche physique. Etamiogen pour une efficacit spec-
trale gale a zro, la connaissance de la ralisation du cartedidemission n’est pas ncessaire
pour atteindre la capacit on considre dans le cadre de nmtedés schmas de dtection non-
cohrente. On commence par valuer les performances degsultecton-cohrents pratiques
associe a une transmission On-off. Par la suite on analiyspdtt de la connaissance par-
tielle du canal, pouvant tre obtenue grce a la stationnaritathal, sur les performances du
systme et on montre jusqu’ quel point cela permet d’amlil@eperformances par rapport a
celles d'un dtecteur non-cohrent. En suite en introduit madende signalisation UWB util-
isant des multi-porteuses qui correspond a une gnralisaioconcept de la signalisation
On-off au cas bi-dimensionnel temps-frquence. On anabs@érformances de ce systme
en dveloppant des bandes infrieure et suprieure sur lesdadransmission atteignables.
En suite on s’intresse la transmission UWB On-off dans letexda d’'un rseau d’accs
multiple peer-to-peer. On propose un dtecteur d’'nergieud gaantifie et on montre qu'il
atteint des performances trs proches d’'un rcepteur norenblqui bnficie d'informations
sur les transmissions des interfereurs obtenues grce adle oFinalement nous proposons



Vi

gquelques schmas de codage construits spcialement poankrtission UWB PPM avec
rcepteur non-cohrent. Le design des codes est ralise gecealnique des exit charts puis
les performances values par des simulations.
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Notations

For the sake of simplicity of the mathematical developmentswill use the same notation
to denote a random variable and its corresponding reaizafl he differentiation can be
made from the usage context.

z Scalar variable

z Vector variable
Z Matrix variable
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CHAPTER |

Introduction

Ultrawide Bandwidth (UWB) represents a hew paradigm in l@ge spectrum management
that aims to a better sharing of the latter. The classicatcgmbh, based on licensing, con-
sists of assigning and giving the exclusivity of usage ot#mespectrum bands to specific
systems or users. The UWB approach allows unlicensed ustesismit over a large band-
width and coexist in licensed bands by making their sigihalisible and non-intrusive to
other users. UWB signaling is loosely defined as any wirdlessmission scheme that oc-
cupies a bandwidth of more than 500MHz and or with a fractiblaadwidth greater than
0.2. The fractional bandwidth is defined by the expressi0fy;, — f1)/(fu + fL), fu is
the upper frequency anfy, the lower frequency at the -10dB points. Like code division
multiple access (CDMA), the signal is spread in the freqyettmmain. However, unlike
traditional wireless communication techniques, the mogtrmon form of UWB employs
very short pulses (e.g., nanoseconds) instead of continwame transmissions. The result
is an ultra wide band, low average power spectral densipasiin the frequency domain.
Short pulse signaling is more known bspulse Radicand was historically the first form
of UWB signaling to be used. Lately, other UWB signaling soles were proposed such
as UWB-OFDM. The bandwidths considered for UWB systems anetniarger than for
CDMA systems, such as UMTS, which has a 3.84 MHz spread battklwBy comparison,
a UWB system operating at 2 GHz would have a bandwidth of &t 1680 MHz which
implies a potentially lower spectral efficiency than UMTSwme applications.

The origin of ultra-wideband (UWB) technology stems fromrlw@n time-domain elec-
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tromagnetics begun in 1962 to fully describe the transiesfitalsior of a certain class of
microwave networks through their characteristic impulsgponse [1], [2]. The concept
was indeed quite simple. Instead of characterizing a ljin@ae-invariant (LTI) system
by the more conventional means of a swept frequency resgorseamplitude and phase
measurements versus frequency), an LTI system could atteeiy be fully characterized
by its response to an impulsive excitation — the so-callepuise response . However, it
was not until the advent of the sampling oscilloscope anddthelopment of techniques
for subnanosecond (baseband) pulse generation, to prsuitible approximations to an
impulse excitation, that the impulse response of microweeteorks could be directly ob-
served and measured. Once impulse measurement technigteegapplied to the design of
wideband, radiating antenna elements [3], it quickly bezatovious that short pulse radar
and communications systems could be developed with the satwé tools [6], [9]. While
at the Sperry Research Center, then part of the Sperry Raimb@tion, Ross applied these
techniques to various applications in radar and communitsit Intelligible voice signals
were communicated over hundreds of feet without the neesyfachronization and demon-
strated to the government. In the 1970’s efforts turned tdvilee communication of these
signals [5], [4], [7], [8]. Through the late 1980’s, this temlogy was alternately referred
to as baseband, carrier-free or impulse the term “ultra badd” not being applied until
approximately 1989 by the U.S. Department of Defense. Wonkadar continued in the
1990’s with the development of synchronized arrays of spolde sources. These systems
were used for intrusion detection applications. Since #girining of the 90’s the work in
communications was considerably expanded [11], [12],.[10]

Interest in (UWB) transmission systems has intensifiedniicén the scientific, commer-
cial and military sectors following a ruling by the US Fedé€ammunications Commission
(FCC) [13] concerning UWB emission masks. This ruling akdier coexistence with tra-
ditional and protected radio services and enables the taiterse of UWB transmission
without allocated spectrum. The restrictions on the emispower spectrum, aim to min-
imize the risk of possible interference with other wirelegstems with overlapping spec-
trum bandwidth. At the physical layer (PHY) level, UWB commization systems operate
by spreading rather small amounts of average effectiveogiatradiated power (EIRP)-—al-
ways less than 0.56mW (according to FCC mask)— across a vdeyhand of frequencies
relative to its central frequency. This quantity is eas#ycalated from the imposed power
spectral density limit of 75 nW/MHz (-41.3 dBm/MHz) betwe8iGHz and 10.6GHz, as
per FCC mask shown in (I). The later is sensibly equal to thegpspectral density of
thermal noise, which means that interference from UWB tratters, to other UWB users
as well as other wireless systems sharing the same bandwetthmbles thermal noise
and thus do not have any significant impact as stated in \M8fh appropriate technical
standards, UWB devices can operate using spectrum occlyyiexisting radio services
without causing interference, thereby permitting scagecsrum resources to be used more
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efficiently. The later statement may not hold any more if the density of UWdBsmitters,
within a certain area, increases.

The potential classes of UWB devices are many, ranging froaging systems (ground-

penetrating radar, wall-imaging systems, medical systams surveillance systems) to ve-
hicular radar systems, and communications and measuremsgsiems. They all have high
spectrum efficiency potential in common. The technologgrsfEignificant potential for the

deployment of short-range communication systems suppphigh-rate applications and
lower-rate intelligent devices embedded within a penasind personal wireless world.

The FCC-compliant UWB radio systems, using simple modutedéind appropriate coding
schemes, can transmit at information rates in excess of Ififs/d over short distances.
Alternatively, UWB radios can trade a reduced informatiaterfor increased link range,
potentially combined with accurate location-tracking alaipities. The two complementary
operating modes are unique to UWB radio systems as they cangéemented based on
very similar architectures with an unprecedented degrexahbility. UWB also has ap-
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plications for military operations because it provides lpmbability of detection as well
as anti-jam capabilities. Within the IEEE, two standarticza groups have been created
lately. The first one is the Task Group 3a (TG3a) [14] whichuB®s on the definition of
a PHY alternative to 802.15.3 based on UWB signaling. Thisiyelefined PHY will
respond to consumer demands in the area of multimediakdistn and will work with
an already designed MAC (802.15.3) to provide a unique coatlzin of standard features
and new technology.In parallel a new and complementary EEIB02.15.3a was recently
formed within IEEE 802.15.4 (TG4a) [15] to analyze the ptitdrand propose a standard
specifying a low-rate, low power, offering localizationpedilities, and low-cost WPAN
technology based on UWB signaling.

UWSB technology still faces some major technology challengg@ome of them exist in the
areas of modulation and coding techniques suited for UWBsystems. Originally, UWB
signaling has been applied for military purposes, wheréeatiy high capacity in terms of
supported number of users was not necessarily a main okgeetowever, large multi-user
capacity becomes very important in commercial applicatiododing and modulation are
known to be some of the most effective means to improve ontarsysmulti-user capacity.
Wide bandwidth provides fine delay resolution, and thusaal®&JWB systems to resolve
a large number of propagation multi-paths. Therefore, endhse of fast pulse modula-
tion techniques (i.e. PPM), the cost for realizing effeztequalizers might be very high,
in terms of both gate count and power consumption. This pralik much less pressing
when using low pulse repetition systems (e.g., as in multspproach), where the system
complexity is instead challenged by the need for multipleajpel detectors or higher-order
modulations. A particular challenging area at the PHY ld¢adhy appears to be antenna
design and implementation for UWB radio services. This igenthallenging than for
conventional narrowband systems given the large bandsyiditiearity requirements, and
variable conditions of operation. A further aspect not yalyfinvestigated relates to the
deteriorating effects of in-band interference in UWB rgees that originates from other
radio signals, be they in near- or far- field proximity. Thisluces the necessity to identify
methods for measuring prevailing noise levels and interfee characteristics on the fly to
be able to apply suitable interference rejection schemémlly; the use of new and ad-
vanced semi-conductor technologies in UWB system re@izaineed to be explored, such
as micro-electromechanical systems (MEMS) and silicomsalator (SOI) techniques as
well as non-linear analog circuit and component designs&hechniques could potentially
provide interesting solutions to problems such as excesdoack speed, synchronization
latency, and power consumption.




CHAPTER Il

On—off signaling for Non-coherent UWB Systems

A MOTIVATION

Considering transmission in the wide-band regime, witrck &f channel state information
at the receiver, it has been shown that the capacity of thatefbandwidth multipath fading
channel is equal tG;,, = % bits/s, the capacity of the additive white Gaussian noise
channel with the same bandwidth and average transmitte@mpownstraints. This holds
irrespective of the amount of channel state informationlabie to the receiver. Where
Pr is the received signal power in watts, ang is the noise power spectral density in
watts/Hz. This well-known result was first proved by Kennda9] and Pierce [21] for
Rayleigh statistics, and then generalized by Telatar ard34 to arbitrary fading statistics.
Both results are based on a constructive transmission shsimg frequency-shift keying
which is set to be active at a vanishing duty cycle as the battdwoes to infinity. Though
non-coherent detection (i.e energy detection) is optimahe limit of infinite bandwidth
(i.e. null spectral efficiency) it suffers some sub-optiityain the strictly non-null spectral
efficiency regime. In [28] Verdu considers the trade-offimtn spectral efficiency and the
minimum signal to noise ratio per bit needed for reliable oamications(Ej, /Ny ) min, for

a general non-coherent discrete-time multipath fadingnebla He shows that the slope of
the increase of spectral efficiency vergus,/No)min is O at the origin which implies that
extremely large bandwidths are needed in order to apprdecbgdtimal trade-off point. To
get an idea of the loss incurred, consider a system with a 2@ddwidth and data rate
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of 20 Mbit/s (this would correspond to a memoryless transiois strategy for channels
with a 50ns delay-spread) yielding a spectral-efficiencyOdfbits/s/Hz. For a flat-fading
Rayleigh channel, the loss in energy efficiency is on theranfi8dB, which translates into
afactor 2 loss in data rate compared to a system with peffectrel state information at the
receiver. Nevertheless the loss becomes less significafdvier data rates and/or higher
bandwidths. Thenear-optimalityof non-coherent detection in the low spectral efficiency
regime thus motivates our interest in considering non-aaitedetection for UWB systems.
This choice is further motivated by the lower complexity ofi@n-coherent receiver with
respect to coherent one, in particular in the context of UWgBaing. This aspect will be
addressed in more detail later in this chapter.

The main issue that raises then, is the one of finding ap@tepsignaling strategies for
non-coherent UWB systems. In the literature, this quedtias been raised in some simi-
lar contexts. In [20] Abou-Faycal aral. proved that the optimal input distributiohfor

a discrete-time memoryless Rayleigh-fading channel winamigel realization is unknown
to both the transmitter and the receiver, is discrete witmigefnumber of mass points in-
cluding one located at the origin. They also showed, thraaiglumerical analysis, that
the number of mass points of the optimal input distributinaréases for increasing SNR
and that in the low SNR region it has exactly two mass poinedy¥ in [28] proved that
this holds in the vanishing spectral efficiency regime facdite-time memoryless non-
coherent(unknown channel realization to the receiverjuescy-selective channels with
arbitrary statistics. Finding the optimal input distrilout, subject to an average transmitted
power constraint, is a very complicated task when consitifenea general UWB channel or
even for the more convenient case of Gaussian fading statigthis issue is still unsolved
even for simpler settings such as discrete frequency sedethannels. Thus in our work
we will not tackle directly the original problem but indeedeyan insight into it by propos-
ing some particular input distribution that we show to berrmaimaP in specific spectral
efficiency regimes.

Motivated by the results in [20], [28], and [23] we first catesi, in this chapte®n—offsig-
naling, which is a two-mass points distribution includihg brigin. This signaling scheme
is a generalization ofn-ary Pulse Position Modulationvhich is the most commonly con-
sidered signaling scheme for UWB systems. We analyze tHerpsince of this signal-
ing scheme in terms of ergodic mutual information and carsgme related issues such
as practical non-coherent receivers. The use of ergodicahutformation as a relevant
measure of performance will be motivated later by the spéines of UWB channels (see
section (D)).

lin terms of maximizing the average-power constrained dapac
2In the sens of approaching the capacity of the AWGN channel.
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B On-—off SIGNALING

The most common UWB transmission scheme is based on tramgmitformation through
the use of short-term impulses, whose positions are mazthlay a binary information
source [16]. This can be seen as a special caS@nebffsignaling defined as any signaling
scheme whose input distribution is of the following form.riéng u;, the kth transmitted
symbol, we have that

{ 1 with probability n
U =

0 with probability (1 — 1) (1-1)

whereu; = 0 corresponds to not transmitting any signal (i.e mass-atittte origin) while

ui = 1 corresponds to transmitting a pulse whose amplitude isqotiomal to\/l/—n in
order to maintain a constant average transmitted poweiaiging transmission probability

1. In [28] Verdu introducedlash signalingwhich is defined as a®@n—offsignaling scheme
whose transmission probabilityis chosen such that the amplitude of the transmitted pulses
does not vanish for vanishing average transmitted powerthénfollowing we will not
restrictn to such a constraint.

C CHANNEL MODEL

We restrict our study to strictly time-limited complex s&sg, both at the transmitter and
receiver. The time-limited and memoryless assumptionsre@e possible due to the vir-
tually unlimited bandwidth of UWB signals. Baseband repr#ation is used for all the
considered signaling models since envisaged realizatiiihbe passband above 3GHz.

The transmitted pulse, of duratidh),, is passed through a linear channk(t, u), repre-
senting the response of the channel at tinb@ an impulse at time.. We assume that the
impulse response of the channel is of durafigrs> T;,. The channel is further assumed to
be a zero-mean process.

The received signal bandwid# is roughly 1/7,,, in the sense that the majority of the
signal energy is contained in this finite bandwidth. The ireksignal is given by

Ty
r(t) = /0 2(Wh(t, u)du + =(t) (11-2)

wherez(t) is white complex Gaussian noise with power spectral derdsity The channel
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is further assumed to satisfy

Ta+Tp Tp
/ / h2(t, u)dtdu < oo (11-3)
0 0

which rules out impulsive channels and practically mod&tdtandlimiting nature of analog
transmit and receive chains.

The finite-energy random channel may be decomposed as

h(t,u) = > hi0i(u)gi(t) (11-4)
i=1 j=1
where h; ; are the projections of the channel on the the input and owmenspaces,
{6;(u)} is the set of eigenfunctions (fakt?(0,7})) of the transmit pulse anfip;(¢)} is
the set of eigenfunctions (fakt?(0,7, + T;)) of the received signal. Since the input in
equation (l1-2) is one-dimensional, the most appropridteice forp(t) is the one which
maximizes the expected energy of the channel output

Ty+Tp Ty 2
p(t) = argmaxE/ (/ h(t,u)f(u)du> dt = 6,(t) (11-5)
f@) 0 0

wheref () is the eigenfunction corresponding to the maximum eigemyal; , of the input
cross-correlation function

Ts Ts

Ri(u, o) = E / Wt wh(t )t = | Rt tu, )t (11-6)

0 0
and Ry, (t,t';u,u') = Eh(t,u)h(t',u"). The use of this input filter is conditioned on the
emmision requirments of UWB systems, and thus it may not lssiple to satisfy the
maximal energy solution in practice.

Within the framework of this thesis we do not consider theactf the shape of input filter
on system performance. Instead of the general time-vatiagnel model, for the rest of
the work we consider a block fading channel model so that tfaamel impulse response
is time-invariant in any interval df T, (k + 1)T..), whereT, is thecoherence—timef the
channel. We denote the channel in any blocklyt). The received signal is

N
r(t) =Y s(ur)p (t — kTs) * hy(t) + 2(2) (11-7)
k=0

wherek is the symbol index]’s the symbol durationy,, is the transmitted symbol at time
k, p(t) and s(uy) are respectively the assigned pulse and amplitude for symjpoand
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z(t) is complex white Gaussian noise with power spectral de§jtyp(¢) is a unit-energy
pulse of duratioriZ},. This signaling model encompasses modulation schemesasuch-

off signaling,m-ary PPM, multi-levelm-ary PPM, amplitude, and differential modulation.
Note that ideally the pulsg(t) would be equal t@; (¢) and any other choice will induce a
suboptimality in terms of average received signal to naader A guard interval of length

Ty is left at the end of each symbol (from our memoryless assomygo thatl; > 7,,+7;.

For UWB signaling?s < T, so that the channel can be assumed to be invariant over each
symbol.

For the rest of the chapter we will use the following equinaldiscrete-time channel model.
Through a Karhunen-Loéve expansion (see for example,[84]yewrite the channel model
in (11-7), for each symbok, as follows

Tki = hk,z‘\/Es)\iS(Uk) + Zk,i,i =1,..,00
rr = {172, ) (11-8)

wherez;, ; is/\/’J (0, No) and{h;} are unit variance zero mean independent circularly sym-
metric complex Gaussian variables (i.e. non line-of-sighthmunications). Thé\;} are
the solutions to

Ty+T,
Nbi(t) = /0 Ro(t, w)i () du. (11-9)

where ¢;(t) and R,(t,u) are the eigenfunctions and the autocorrelation functiothef
composite channél(t) = p(t), respectively.

Ty+T,
s = /0 i (£) i)t (I1-10)

Because of the bandlimiting nature of the channels in thidysthe channel will be charac-
terized by a finite number, of significant eigenvalues in the sense that a certain ptiopo
of the total channel energy will be contained in thé&seomponents. For rich environments
D will be close tol + WTy.

Based on measurement campaigns [19] the number of sigrigigenvalues can be large
but significantly less than the approximate dimension ofdigmal-spacel + WT;, [32,
Chapter 8]. For a typical UWB channel, even thouBhs less thanl + W1y it is still
relatively large. As a consequence the total channel redeeianergyzizl Aihil®is a
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quasi-constant quantity irrespective of channel reatinafh;, ho, ..., hp}. This property
of UWB channels has been confirmed through measurementbg ifrdquency domain,
conducted at Eurecom [19], as well as in other laboratofig§ [

Empirical CDF for UWB 6 GHz

— UWB 6GHz
—— Rayleigh Distibibtion

-0.5r-

Cumulative Distribution Function in (dB)

-15r-

-2.5r

I I I I I
-25 -20 -15 -10 -5

Normalyzed Energy in (dB)

Fig. II-1. CDF of total channel received energy

Figure (lI-1) shows the cumulative distribution functiohte total received energy over a
UWB channel of2GH z bandwidth in comparison to a flat fading Rayleigh channehwit
the same average received energy. The measurements welectmzhin a typical office
environment. The CDF corresponding to the UWB channel iy etose to a step func-
tion, which proves that the received energy is effectivainstant irrespective of channel
realization. The physical explaination for this bahaviomes from the fact that the large
bandwidths considered here 1GHz) provide a high temporal resolution and enable the
receiver to resolve a large number of paths of the impingiagefront. Providing that the
channel has a high diversity order (i.e. in rich multipativiemments), the total chan-
nel gain is slowly varying compared to its constituent cormguas. It has been shown
[25, 26, 27] through measurements that in indoor environiséhe UWB channel can con-
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tain several hundreds of paths of significant strength. W asgume, therefore, that for
all practical purposes, the total received energy shoulthie almost constant at its average
path strength, irrespective of the particular channelizatbn. Variations in the received
signal power will typically be caused by shadowing rathantfast fading. We will exploit
this property of UWB channels in some later developments, avithout loss of generality,
will assume total channel gain constant and equal to 1. T¢ssraption essentially says
that the received signal energy is not impaired by signahtadue to the rich scattering
environment. For notational convenience, we will assuna ttie eigenvalues are ordered
by decreasing amplitude. An example of an eigenvalue Wigtdn is shown in Fig. 1I-2.
This corresponds to an exponentially decaying multipatmisity profile with delay-spread
50ns filtered by a window function of width 1ns, correspoigdio a system bandwidth of 1
GHz.

0.035 T T T T T T T
®
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a0)
Do)
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0.025H %0) B
®
o)
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0.02H Ooooo :
lambda OQO
(00
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%Oo%o

0.01H eo N

0.005 HH m B
o WW
0 10 20 30 40 50 60 70 80

eigenvalue index

Fig. II-2. Example Eigenvalue Distribution: Td=50 ns, W=H& Mean value indicated by
a horizontal bar
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D ERGODIC ACHIEVABLE RATES

In this chapter we are interested in characterizing theopmdnce of pure non coherent
detection, in the sense of considering the case where thewise constaftnature of the
channel is not exploited in order to implicitly perform cimeh estimation. We assume
that the channel realization in every block is independet identically distributed, so
that E[hy(t)h; (u)] = Ry (t,u)dk,, WhereR,(t,u) is the auto-correlation function of the
channel response in a particular interval. In practices itmplies that a sufficiently large
number of channel realizations span the codeword lengths ddn be achieved by first
interleaving the transmitted symbols, using an infinitetdepterleaver, before sending
them over the channel. Thus, we can assume that the deavedlsymbols at the receiver
face independent channel realizations. Generally spgakivis channel model is useful
only as a first approximation for short range communications

Nevertheless, for UWB signaling with non-coherent detextithis channel model is ad-
equate thanks to the high diversity orderof UWB channels. As stated in the previous
section, the overall received energy over a typical UWB dears constant (fig 11-1) irre-
spective of particular channel realizations. Thus, in ésgthe channel almost does not
suffer any fading*. Therefore, ergodic mutual information is a significant swee of the
achievable data rates for practical systems due to thetfactte probability of the informa-
tion outage event is vanishing. The information outage eigedefined as the probability
of having the instentaneous mutual information, betweentthnsmitted symbol and the
received signal, less than the coding rate. This reasonith@evfurther strengthened later
in the chapter (see section (E.1)) when the ML detectionimétr the considered channel
model and signaling scheme, is shown to break down to exttlyeceived energy within
each symbol time.

In the rest of this section we derive and numerically evaudbé ergodic mutual informa-
tion. The latter is then used to analyze the impact of the mgsbrtant channel and design
parameters, on the system performance. We also, a posterivate the use of the con-
sidered channel model by showing that non-coherent UWBa$iiggn achieves exactly the
same data rate as over a non-ergodic UWB channel whose igaissumed to be strictly
constant. The later channel model will be described in metaildfurther in this section.

For the rest of this section we drop the time indeor a better clarity of mathematical
expressions. Recalling the notations from the signalingeh@l-7), we have that(0) = 0,

s(1) = % andT, = Ty + T,. ThenR is a zero-mean Gaussian vector with covariance

3From our block fading channel model
“From the perspective of a non-coherent detector which caiftte received energy over the channel.
5i.e. total received energy over the channel
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matrix £ [RR”| = diag(s(ux)EsA; + No). It is shown in (Appendix 11.0.1) that

I(u;r) =

D
- 1B lnlog (n - w 11 (1 + fNAO) exp (—x*(diag(%n—lz)) (I1-11)

N
exp (XT (diag(E—O)? + 1))_1X> bits/s

(1-n)+ .
V2 (1 52

whereY is a zero-mean complex Gaussian vector with covarianceixmband  stands
for complex conjugate transpose. This is easily computedenigally using the Monte
Carlo method. The transmit probabilityis optimized as function of system parameters
and average signal to noise ratio (SNR).

Figure (11-3) shows the achieved capacity versus the aeeBR for 2 scattering environ-
ment examples. The system bandwidth is taken to be equabkiz and channel delay
spreadl; = 25ns. The latter value is obtained from measurements in a tyjifae en-
vironment using a carrier frequency & H z [25]. The mutual information is computed
for both a typical scattering environment and a very rich®ote the first case the number
of significant dimensions of the received sigialis equal tol + WT,; = 26 while in the
second case it is equal 1@. The achieved capacity in the low SNR regime is close to the
wideband capacity’,, though saturates in the high SNR region due to the limiteditnax
mum transmission rate of the considered signaling sch&yg, = 1/7,. As we can see,
unlike the case of a coherent receiver, increasing the nuofltBmensions of the received
signal (i.e. diversity) decreases the system performance.

Figure (lI-4) shows the achieved capacity versus the aeesggnal to noise ratio SNR for
system bandwidths ranging frob®0M Hz to 7.5G H z. A typical scattering environment
is considered and; = 25ns. Again, we see that increasing diversity, through an irszea
of system bandwidth, degrades the achieved capacity. HBtiavior can be explained by
a signalover-spreading phenomend we note7), the transmitted pulse duration afig
the channel delay spread, then the the received signal iescasignal-space of dimension
of the order of(T; + T},) /T,,, which means that for increasing bandwidth (i.e. decregasin
T,) the number of dimensions increases becaljse- T, ~ T,;. This confirms previous
results on the so-called bandwidth-scaled signals, trawetl that using spread spectrum

5The eigenvalues profile is assumed to be exponentially degayith a smaller decaying factor in the case
of rich scattering environment\; = e~ wherea is the decaying factor andl a normalization factor. For
the very rich scattering environement, we considered Hexdimiting case where the eigenvalue profile is flat
(.,e.a=0)

"due to the use of a guard interval at the end of each symbol
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signaling, such as direct sequence CDMA, leads to a vamgsyistems capacity in the limit
of infinite bandwidth ([22], [23], [37]).

Td=25ns W=7.5GHz

<—— AWGN channel

107 E

bit/s

15 sub—bands

10°k 10 sub—-bands

5 sub-bands

1 sub-band

10

Distance(m)

Fig. II-5. Multiband signaling: Capacity versus distandéferent bandwidths. Td=25ns

The current regulation on UWB signaling [13] imposes that blandwidth occupied by a
UWB signal has to be no less than 500MHz. Therefore, the géson above suggests that
the optimal bandwidth for a typical non-coherent UWB systdrauld be 500MHZ. Never-
theless, the regulation also imposes a limit on the powestsgdedensity of allowed UWB
signaling which implies that the total allowed transmit gows proportional to the signal-
ing bandwidth. Combining the two arguments leads to the @iseuttiband signaling over
bandwidths of 500MHz each. The generalization to the nialtid setting is straight for-
ward; independent data streams are transmitted on each Adjatent bands are assumed
to not interfere with each other through the use of bandtiimifiltering (see figure 11-6).
Figure (1I-5) shows the achievable data rates for systents different numbers of multi-
bands. The results are ploted versus distitegween the transmitte@a—off signaling)

8rather than versus SNR as done so far
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and the receiver. We assume that the transmitter transtithe anaximum allowed power
Pz = W x Py, whereW is the signaling bandwidth in MHz an#; the limit on the al-
lowed transmitted power spectral densRy = —41.3dBm/Mhz. The transmitted power is
split equally over all the used sub-bands. We use the indatbitgss model proposed in [18]
where the transmitted signal attenuation as functios thie distance between the transmit-
ter and the receiver is given by (10>4°¢*!). We can see, on the figure, that multi-band
signaling allows to achieve higher data rates in the shageaegion(high SNR) while not
bringing any improvement in the long range region(low SNR).

In chapter 1V, we will further push the concept of multibamartier) signaling by consid-
ering multi-carrierOn—offsignaling.

Impulse Filter
generator
|| Impulse Filter ||
generator
| Modulati | | N
:ﬁ Code odulatiorn ! ! ! V:
N I
' Data | S J !
ol . “ ! |
| |
I
L] Impulse ) !
! generator Filter -~ |
I

Single ba{nd signaling

Fig. II-6. Multiband signaling

Figure (1I-7) shows the minimum SNR per Wit,/Ny = P/(NoR), required for reliable
communications, versus system’s target data rate. SysteamdwidthiV is respectively
taken to be equal @0OMHz, 1GHz, and2GHZ. T; = 25ns. We can see that when op-
erating in the low data rate region the penality due to unknohannel, in terms of mini-
mum E3 /N, for reliable communications, between non-cohe@nt-offsignaling and the
AWGN channel with the same bandwidth is on the order of 1.2dB.

<@> = lim P _ (11-12)
NO min W—oo N(]Wlog <1+WLNO) 111(2)
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Fig. 1I-7. Data rates versus Eb/NO. Td=25ns, W=500 MHz
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D.1 Constant received energy UWB channel

In order to further test the assumptions of the adopted aanadel, in particular the ergod-
icity of the channel process, we consider here a non-cohamnergodic channel model
assuming that the total received energy, over the charmstrictly constant irrespective of
channel realization, or equivalently.

D
Sl =1 (11-13)
=1

By non-coherent channel we designate the channel that &ér ieput symbok; outputs
the received energy during a symbol perifd

D
vk = |kl
i=1

2| BN
= Z N b iwk + ki
i=1 |V 170
= Mk (11-14)
where ;. is a random variable distributed according to a non-cerdidsquare distri-

bution with 2D degrees of freedom and non-centrality param@fgt ’f;N*O i up =

nff\;o ug(from our no fading-channel assumption). This model assutinat, before captur-
ing the received energy, the received signal is first pregkciver a signal subspace in order
to limit the amount of collected noise. We choose the latiéspace to be the one spanned

by the eigen-functions corresponding to themost significant eigen-values, ..., Ap.

Computing the average mutual information betwegnand y;, in the case of flat chan-
nel eigenvalues profile, we see that it is exactly equal(mioaiy) to the one achieved
over the ergodic channel mo8elThis suggests that the ergodic channel model is capable
of correctly describing the behavior of a UWB channel whemgi:ion-coherent type of
detection. This is explained by the fact that dominant dbuation in the overall average
mutual information is due to the richness of the scatteraigar than the time-variation of
the channel process. In the case of non-flat eigenvaluedeprtfe achievable data rates
over the constant energy channel are slightly lower. Thisptimality is due to a non-
channel matched energy detection at the receiver. In tlmniolg section we analyze more
detail the performance of both matched and non channelhedtenergy receivers.

®The obtained curves are not shown here because they pgdeetlap and thus are not convenient to draw.
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E PRACTICAL NON-COHERENT DETECTION RECEIVERS

In this section we consider practical non-coherent typeotivers for UWB systems using
m-~ary pulse position modulation(PPMy):-ary PPM can be seen as a spacially-designed
channel code foOn-offsignaling, this link will be further detailed further in thsection.
The motivation for this interest is two-fold : first, as we semthe previous section, non-
coherent detection is capable of approaching the perfazenaf coherent detection. The
second motivation comes from system’s complexity consiit@ns. In fact, as seen in the
previous section a UWB channel contains a large number giggation paths of significant
strength. This property has two implications on the comiplexf a coherent Detector. i)

it makes channel estimation very complex due to the largebeurof parameters to be
estimated. ii) The Rake structure of a typical coherentaietevill contain a large number
of fingers. Both those aspects combined to the fact that wivexd signal needs to be
sampled at a rate of several GHz, prior to entering the recemake an optimal coherent
detector very complex and induces that in practice only ptilmal versions of it can be
implemented. In Chapter 2, we will consider practical cenédetectors, in the sense those
which only have access to an imperfect channel estimaterefdre, we will address the
guestion of how good this channel estimate needs to be im tyaggnificantly outperform

a non-coherent detector.

The aim of the analysis performed in this section is to deaiternative receivers, to the
coherent receiver, that are more attractive from complepdtint of view. We are, in par-
ticular, interested in solutions that can be implementeti analog frontends, and that can
still perform close to the optimal performance. Two difieresceivers are considered in the
sequel. The first one (see figure (11-9)) is the maximum Ih@did non-coherent receiver,
while the second (see figure (lI-10)) corresponds to a sirnapsolution.

As stated earlier in this sectiom-ary PPM can be seen as a particular implementation
of On—off Eachm-PPM symbol corresponds to choosing one outroymbol times,
constituting a PPM frame, in which to emit the transmit pyl§g, which is a special case
of On—offwith n = 1/m and exactly one pulse transmitted per frame. In the follgwire
termw as the transmitted symbol and defiReas the set of observation vectors over all the
slots constituting am-PPM frame,

E: {£17£27"’7£m} (”_15)

In this case groups ofr symbolsug, ugi1, ..., urrnm—1 Will be constrained to the form
(0,0,...,0,1,0,...,0). Similarly to (ll-11) we compute the ergodic mutual infortioa
between the transmitted symbal and the observatiorR. Figure (11-8) compares the
achievable data rates of both signaling strategies. As easebnm-ary PPM, which is
the practical implementation of asymmet@n—off does not suffer any suboptimality a
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part from a saturation in the very high data rate region. Th®ercome by usin@n—off
signaling, with on probability equal to 1/2, in the high SN&gjion.

10?

10?

bit/s

— AWGN
—+— on-off signaling
—— m-ary PPM

10 I I | | ] 1 1 | 4
20 30 40 50 60 70 80 90

SNR

Fig. II-8. Achievable data rates @in—offsignaling versus:-ary PPM. Td=25ns, W=1GHz

In the following we usem-ary PPM as signaling scheme. We obtain sufficient detec-
tion statistics, for each of the considered detectionregti through the derivation of the
maximume-likelihood detection rule for each of them. Givba ttatistical independence of
channel realizations faced by any two differemPPM symbol&® the ML dection metric of

a sequence oh-PPM symbols(i.e. codeword) is additive over the set sysibohstituting

the sequence. Therefore, in the following we concentrattherderivation of the symbol
ML detection. Througouth this section, we dengjethe output of the receiver(i.e. the
decision metric that is fed to the decoder).
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7 Receiver .

Rh(t7 U)
Channel matched energy detector

Fig. 11-9. Channel matched non-coherent receiver

E.1 Channel-Matched Non-Coherent Receiver

By definition, the ML detection rule can be written as follows

k= argmax Pr(r|lw = k) (11-16)

k=1,...m

The conditional probability in (1I-16) is developed as twlis

m
Pr (r|w H Pr (rjslw = k)
j=1l:i=1
n(f(
j#k \1=1 ﬂ-NO
D el
I~ s ™ (27

.
Il
—

in (a) we use the fact that, conditioned on the transmittetbword, the observation vector
components;; j=1,...,m i=1,...,D are statistically independent. The maximum
likelihood detection rule can thus be written equivalerityfollows

%rom our ergodic channel model
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) m D ‘7‘-'|2 D |7"k'|2
R D 3) DL L
k=1,....,m =1 im1 Ny e E N + Ny
J#k

= argmax sz_li (11-18)

k=1,...m

with Q = diag(No (1+ 2% )) ™

Thus the ML detection rule breaks down to a weighted energgctien

(11-19)

710l
argmax

This detector can be implemented using a time-varying filiéiis representation is likely
not of practical interest but serves to upper-bound theopmidince of suboptimal schemes.

E.2 Mismatched Non-Coherent Receiver

BV 02 [ —

Mismatched energy detector

Fig. 11-10. Mismatched non-coherent receiver

We now consider a suboptimal non-coherent receiver thatdimes of interest either in the
case where the receiver does not have access to channsticstdtind/or is constrained
to the use of single frontend filter for the sake of lower inmpéstation complexity. The
received signal is first filtered by the time-limited uniteegy filter f(¢) of durationT.

this detector is equivalent to the classical estimatoretator [34]
2For instance, in case the channel is not second order siayion
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This filtering operation aims to reduce the amount of regengse while capturing the
majority of its information bearing part

r(t) = (= f)t) = ((s+2)=f))
= sp(t) + 2 (1) (1-20)

Then, its energy is successively captured over the slotduftion); + 7, each, of the
m-PPM frame.

KTy
ak = Jo sy, (0t (11-21)
k=1,....,m

In the following analysis we will represent(¢) with its equivalent discrete-time represen-

tation
D 2
1 AT k=w
%z{zﬁ,g . (11-22)
>iz1 il Fw

with \; andy; being the solutions to
Ty+Tp
woit) = [ R (s du (1-23)

Ta+Tp
mmo:.A R, (t, u)f; () du (11-24)

whereRs, ., (¢, u) andR., (¢, u) are the autocorrelation functions of the filtered received
signal respectively with and without the presence of a tratted pulse and¢,, 1,...,¢n. p}
and{6,1,...,0, p} are the resulting basis functions in the Karhunen-Loé\eugposi-
tions. Thery; are zero mean unit variance random variables resulting thenprojection

of r; on the basis functions. This representation is not compoyettie receiver, it serves
only to derive the performance of the energy detector.

E.3 Achievable data rates

At present we turn to the computation of the achievable dasrofon—offsignaling when

using the non-coherent receivers previously presented.cofgoute their corresponding
ergodic mutual information. From (E.1) and (E.2) we can evtiie decision variable for
each of the considered receivers as a quadratic form of anzeem unit-variance complex
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Gaussian random vectér of dimensionD. Moreover, the matrix of the quadratic form is
diagonal.

q. = UAUT (11-25)
such that
e Channel matched detector
diag %) for k=w
A= 0 (11-26)
diag (52 ) for k#w
e Mismatched detector
[ diag()\;) for k=w
A= { diag (u;) for k #w (1-27)

Hence for the two considered receivers, the computatioheshverage mutual information,
breaks down to the computation of the mutual informatiomieen anm-ary PPMu and

an observation vectar = {qi, ..., ¢n} €ach of its entries is a quadratic form of zero-mean
unit-variance random Gaussian vectasf dimensionD

_ _ T
{ for k=w q=uv,Ay (1-28)

for k4w qr = v Agv]

whereA; and A, are diagonal matrices with strictly positive entries. e tbllowing we
assume that the entries Af; (respectivelyA,) are distinct.

In the following, we drop the time indek. Conditioned on the transmitted symhglthe
probability density function ofs, for s = 1,...,m, is then written as follows ([35],[36])

D 1 D s -
P, (zlu) = Pr(gs = z|u) = Z » H)\, _Z)\' exp (—)\—) (1-29)
i=1 """\ j=1"" J i

JFi

Where{\1,...,A\p} are the eigenvalues &, (resp. A,) if u = w (resp.u # w). Thus
the probability density function af, is a weighted sum of exponential distributions. Given
that conditioned om, the variable¢,,s = 1,...,m} are independent, we can write the




30 Chapter Il. On—off signaling for Non-coherent UWB Systems

ergodic mutual information between the transmitted synaipal received signal as follows

I (USQI>--->Qm)

1™ 1 ; | A
T om log | - | 1+ Z=m Py(q1) - - Pylgm)dar -(1
msz:;/ql,...,qm #lm [TiZ Polgelu = s) a(q1) a(qm)dqu - (11<B)

The integration operation in equation (11-30) is numeticpkrformed through Monte Carlo
averaging.

E.4 Numerical results

Figure (1I-11) shows the achievable data rates of the twsidened non-coherent receivers.
The comparison is performed in the case of a typical UWB indsmattering environ-
ment(i.e. non-flat eigenvalues profile). We can see that bamrel matched receiver
achieves the same achievable rates as the non-receivdraioad non coheren®n—off
signaling. This behavior is to be expected since the chamagthed receiver uses the ML
detection metric which is known to be a sufficient statistibe non-matched receiver suf-
fers a performance degradation on the order of 2dB. In the aia flat eigenvalue profile,
both receivers perform identically, since the chann&agropicand thus no channel match-
ing is required.

F APPENDIX

[1.0.1 on-off:mutual Information computation

ir) = r(rlu=1)lo Prirju=1)
Hwr) = 77/TP (z] 1 g(r]Pr(ﬂu =1)+ (1 —n)Pr(rju= 0))
— 0o Pr(r|u = 0) )
where
Pr(rlu=10) = (W]\}Q)D exp (—f(NQI) TT)

Pr(rlu=1) = TP (1N0 n AE) exp <—£ (diag <N0 + %))1 £T>ll-32)




F Appendix 31

bits/s

Mismatched receiver
—*— Matched receiver
—6— Non-receiver constrained On-off signaling

30 40 50 60 70 80 90
SNR=P/N,, (dB)

Fig. lI-11. Comparison of the achievable data rates of tmsiciered practical non-coherent
receivers. A typical (i.e.« = 0.1) scattering environment is considered. Td=25ns,
W=1GHz.
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-1
Performing respectively variable changes- /Nioz ands = rdiag (\ / Ng + %) in
the first and second integral of the right-hand side of equaii31 we obtain the desired
result.




CHAPTER llI

UWB On-off Signaling With Imperfect Channel
Estimation

In the previous chapter we analyzed the achievable dats o&teon-coherent UWB chan-
nels when usingdn—offsignaling. We showed that this scheme approaches, witeachr
ing, the AWGN capacity in the low data rate region. The obsgrsuboptimality is com-
pliant with, the previously cited, result by Verdu on theps&iaat the origin of the growth of
spectral efficiency versud’,/No)min- Nevertheless, the suboptimality of non-coherent de-
tection versus coherent detection, shown by verdu in thenudirspectral efficiency regime,
do not consider the cost of channel estimation required timpea coherent detection.

In this chapter we try to bring a better insight onto the qoesbf characterizing the sub-
optimality of non-coherent detection, with respect to eehedetection, for UWB systems.
The analysis is restricted to the case where-offsignaling is used. The results of the previ-
ous chapter suggest this signaling strategygs@done, even though not proved to be best,
in the low spectral efficiency region. We address the conseiproblem, by looking at the
case where the receiver have access to an imperfect chaaedhdormation (CSl). Indeed,
we analyze how good the latter needs to be in order to signtficanprove the achievable
data rates with respect to those of a fully non-coherentivecer his analysis will allow to
assess both the performance of practical coherent resesiace in practice only imperfect
CSlis available to the receiver, and the suboptimality of-coherent detection.

The effect of channel estimation imperfections on systenfopmance, have been studied
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for some particular channels and settings. In [39],[412] fnite-state channels with im-
perfect CSI at the receiver are considered and the effettedater on mutual information
analyzed. In [40], Caire and Shamai looked at the impact wfesconfigurations of CSI at
both the transmitter and the receiver on the optimal codirajegies. They consider both
channels with and without state memory, in particular fisiige Markov and Rayleigh
fading channels. Lapidoth and Shamai[38] considered fliihfachannels and analyzed
the robustness of the optimality of Gaussian codebooks whannel estimation is subject
to imperfections (i.e. partially known channels). Unlikeeyaous works they considered
practical decoding rules rather than implicitly assumeube of the optimal one. Lately
UWB channels were considered [43] and [44]. In [43], uncoB&M modulation, over a
discrete frequency selective channel, is analyzed in tke wdnere the receiver has access
to an imperfect genie-aided channel estimation. The asittierived the system’s perfor-
mance, in terms of error probability and achievable datasrander ML decoding. They
also have drawn the implications of the quality of the ch&estmate on the optimal num-
ber of channel taps to be estimated when using RAKE type efvecs. In [44], the impact
of imperfect paths amplitudes estimation on the perforraasicantipodal modulation is
analyzed. The results were obtained for a diversity combineceiver.

In the previous chapter we compared the performance of nbarent detection (i.e. chan-
nel always unknown) and coherent detection (genie-aidddie first one was shown to
perform very close to the second in low spectral efficiengyme but still suffer a signifi-
cant suboptimality in higer spectral efficiency regime. élae explore the effect of channel
stationarity, which allows for channel estimation, on oigsthe gap from the performance
of the genie-aided coherent receiver. In our work we comsidealistic setting, in the sense
that the channel estimate available to the receiver ismbdathrough the use of training se-
quences. A longer training sequence results in both a betisetnel estimate and a higher
cost in terms of reduction of the useful transmitted symbblence, the considered prob-
lem brakes down to answering the question of how much effatilsl be put into channel
estimation in order to minimize the detection error probigbfor a given effective (i.e.
useful) achievable transmission data rate. The analyashigved through the derivation of
bounds on the decoding error probability assuming thatybEems uses finite length codes
and either an ML receiver or a suboptimal version of it.

A MODELS

We use the signaling scheme and block fading channel mottedirced in chapter (11).
The transmittedOn-off symbols are gathered into codewords of lengtly before being
transmitted over the channel. The symbols constitutingnaeseodeword are transmitted
in a sequential fashion over the channd\. is being choosed such thatT; is equal to
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the channel coherence tirfig!. Therefore, each consecutive blockfsymbols, face the
same channel realizatidnB is the number of blocks.

Recalling the notations from the previous chapter, we wheereceived signal during the
kth symbol duration of théth symbol block, as follows

Es)\z'

Tikb = hipurp + Zikp (I-1)

where agairhy, = [h1y,...,hpp| is a zero-mean complex random vector with identity co-
variance matrixanay, , is thekth transmitted symbol within thith block. In the following
we termuy, the vector of transmitted symbols within th#h block. From our model, the
channel random process contaii$) degrees (DoF) of freedom over ttiN-long block

of symbols. In [50], Verdu and Han show that if, as the codeMength goes to infinity, the
number of degrees of freedom of the channel random procags fatite® then its capacity
converges to the one of an AWGN channel with the same bankwidt

B SEQUENCE ML DETECTION RULE

In this section we derive the maximum likelihood sequendedat®n rule for the considered
setting.

argmax Pr ({[M,; k=1,...,N; b=1,...,B}u,; b=1,... ,B) (n-2)
uy; b=1,...,.B

In the following developments we replace the set of recesigdal vectors{r; ,; &k =
1,...,N; b=1,..., B} with the equivalent set of vecto@ib; i=1,...,D; b=
1,..., B} for convenience, wher@i . is defined as follows

2By
= thipuap + i1 b

Eship, E. )\
—Z=thipU2p + 2
T n hapUzp + zigp | _ :7 ity + 2i (111-3)

Es)\;
L n

hipunpy + 2i N p

To be more precis# is choosed such tha{ T, < T. < (N + 1)T
2From our block fading channel model
3From our model this would corresponds to having an infinitenciel coherence-tinie.
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Conditioned on the transmitted codeword (i.e. symbol secgle vectorg, , are zero mean
complex Gaussian. Their cross-correlation is given by

Ki(w) = B[yfy, u)] (I11-4)
Es)\z'
= - ug w, (I1I-5)

Note that vectors{y } are statistically independent for different values of lo&landexb
from our channel model Moreover, for the same valué we have that

E[ Zbyjbm,} —0 for i+ (111-6)

Thus the probability distribution of the observation vestoonditioned o v, } is written
as follows

Pr({gib; i=1,...,D; b=1,...,B}u, b:1,...,B)

B D
N }]1 1;[1 Pr (g, us) (111-7)
- T e (11-8)
b=1i=1 |det (KZ(Qb)”

The matrlx Zub u, + I has two distinct eigenvalues. The first onelis- NlububT,
with multlpI|C|ty 1, associated to the elgenvecﬁ%—gb. The second eigenvalue iswith
multiplicity N — 1. Through an eigenvalue decomposition we rewKigu, ) as follows

Ki(w,) = NoAT (w,)Ai A () (111-9)
whereA; = diag (1 + N wl 1., 1) andA,;(u,) a unitary matrix whose first vector
isw,. Fori=1,...,D Ietgz,b = AT (w)u,.
E\
det (K;(up)) = N <1 + gd) (111-10)
nNo

Considering blockwise constant weight codebooks (i.ecadewords containing the same
number ofoneswithin each block) gbng is independent ofy,. Throughout the rest of

‘of size N
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the chapter we assume the use of blockwise constant weigkbooks so that the terms
|det (K;(u;))| are independent of codeword blogk

argmax  Pr({r, k=1,...,N b=1,..., B}y, b=1,...,B)
u, b=1,...,.B

= argmm Z Z yz b ZI{b

u b=LB oy =1
= argmm E E V; bA (Im-11)
u b=1,...,.B b1
1=1

Noting thaty, bv b=Y, by b is independent of,,, we rewrite (IlI-11) as follows

argmax Pr({[kb k=1,...,N b=1,...,B}u, bzl,...,B)
u; b=1,....B ’

D D
= argmin E E v A 1 fb— E szbﬂf,lb
i=1

ubb1’7Bbl i=1

= argmin Z Z v; b ) (ub)yﬁ

ubb1’7Bblzl

@ argmax Z Z o

=1.wB 1 =1

y, ul ( (11-12)

i T @ubuT
Whereq; = (%) In (a) we use thefactthati—l_I = diag <__:1EVOA7__b 0,... ,0)
and thatmgb is the first eigenvector oA.
B.1 Training sequence

We consider now the particular case where a fraction of thestnitted symbols, within
each block, is used as a training sequence (i.e. an all 1 segue

Nk
() ] (1-13)

5m-PPM modulation is a particular case of such channel codiagesy
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We similarly decomposg, , as follows

- (I11-14)

Thus

= Z?h,jb"" Z Uj.bYi,5,b

j=T+1
2 2
N

T
= E:?Jm,b + E: UjbYi,5.b
j=1

j=T+1

T
Y; vt

+

T N
2Re Zyi,ﬂ, Z WYl (111-15)
j=1

j=T+1

2
‘E]Tzl ym-,b‘ is independent ofi,, thus

argmax Pr({fk’b; k=1,...,N; b=1,..., B} u; bzl,...,B)
u,; b=1,...,B

B D
= argmax Z Z Q; (

(ub)d; b=1,...,B b=1i=1

(u) ‘+2TR6( (yjb(ub)T))) (I11-16)

whereh, , = %erzl yijb- hip is the channel estimate obtained by the receiver from the
transmitted training sequence. We note that the ML decisit® when using a training
sequence (l11-16) is the sum of the decision metric of thé/fabn-coherent case (Ill-12)
and acorrectionterm corresponding to a coherent detection

The obtained detection rule (111-16) is different (i.e. tans an additional term) from the
commonly used detection metric for coherent receivers RAKE receivers).

argmax Pr({fkb; k=1,...,N; b=1,...,B}w,; bzl,...,B)
Ups b:177B 7

= argmax Z Z a;Re ( ib ( , (u b)T>> (n-17)

(ub)d7 b= 17 7B b=1 i=1

5To be more rigorous, it corresponds to a quasi-coherentiiete since the receiver uses an imperfect
channel estimate
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This means that the latter is suboptimal. Nevertheless lom@d note that the non-coherent
detection term is non additive unlike the coherent detaatioe. This means that in prac-
tice the use of the complete ML detection rule will signifitgrincrease the complexity

of trellis-based decoding algorithms, such as the Vitetb] pnd Forward-backward algo-
rithms [47]. In the following we will characterize the penfioance degradation induced by
not considering the non-coherent energy detection terrilidg).

C ERROR PROBABILITY UPPER-BOUND

In this section we derive upper bounds on the decoding eralrgbility of the considered
system. The derivation follows standard arguments usee@riwedrandom coding bounds
[45],[32]. First a Chernoff bound on the pairwaise errorhability is computed then a
union bound is used. The latter, is averaged over all randmielmwok realizations.

The data is encoded using a randomly generated codelosk{u), v, ... u)} of
cardinality A/ and codeword lengt®BN. Each codeword.’) is constituted byB symbol
blocks. We noteg.gl(f), thebth symbol block of codeword(®). As stated in the previous sec-
tion, we restrict the transmitter to the use of blockwisestant-weight codebooks. Thus,

all codewords bIock@l(f) contain the same numbeV of ones The system has the pos-
sibility to use a fraction of thosenes(i.e. transmitted pulses) as a training sequence. Let
n:N be the length of the training sequehcé < n; < 7. For given transmit probability

7, training sequence proportiop and codebook lengt® N we can construct orthogonal

B
2717 B Z’;;% >> . Later, the length of the
training sequence will be optimized to minimize the erratability. Note that when using
the exact ML detection rule, one should expect the optinahiing sequence length to be
equal to zero since the random coding scheme includes cokielvaith arbitrary training
sequence lengths. Of course the latter statement holdsagslyming that random coding
is capable of achieving(asymptotically in codeword lehgkie capacity of the considered
channel constrained to the use@-offsignaling. Nevertheless, the optimization/gfV,

is definitely of interest when considering the suboptimal tiéltection rule (I1I-17).

codebooks with as many codewordsids= ((

The decoder forms the decision variablg$) for all candidate codewordéu [ =
1,..., M} and uses the following threshold decoding rule to decide pressage: if/(/)
exceeds a certain threshobdfor exactly one value of, sayi, then it will declare thaf
was transmitted. Otherwise, it will declare a decoding rerfdis is the same sub-optimal
decoding scheme considered in [31]. In the followii@) will be chosen to be either exact

"We assume thaj andr; are chosen such thafV andn; N are integers.
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ML decoding metric (111-16) or the suboptimal ML detectioretric (11I-17). The threshold
detection is commonly used in similar settings to prove rgdheorems.

P.=E [Pe‘u} (I1I-18)

We termc the index of the actually transmitted codeword. Due to tlodol@m symmetryg
can be arbitrarily chosen without loss of generality. Usangnion bound we upper bound
the probability of error

M
P, < Z ) > pld) + Pr(q(c) < p|h) (11-19)
l;c
We upper bound error probability terms using Chernoff bou@ddewords are indepen-

dent and identically distributed, from our random codinguasption. Therefore (111-19) is
developed as

M
P, < Zg [Pr(q(1) > pltd)] + Pr (g(c) < p)
l;éc
= (M -1E[Pr(q(l) = plt)] + Pr(q(c) < p)

— (M-1)E [min e E [esq@ |uH +mine”E [e—tq@} (111-20)
U | s>0 t>0

C.1 ML detection metric

q(1) is defined as in (I1I-16). Nevertheless, for the sake of higterity in the mathematical
developments, we will rather use the foIIowing equivaletmc

o o ()
b=1 =1

Note that the later metric is equal to the one in (1lI-16) umtoadditive constant(i.e. inde-
pendent oﬁ_h(f)).

(I1-21)

Let &, be the number ofollisionsbetween codewordz_$gl) andu,(c) defined as follows

ky = (g}f’)d ((El(f))d)T (11-22)
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k, take values betweemand(n — ;) N. Leto;,(.) be a permutation of the ordered en-
semble{n.N + 1,..., N} such that the indices of the transmitted pulses within caddw

ﬂz()l)’ are{o;p(mN +1),...,006(m:N + k)}. We rewriteq(l) as follows

2

B D - i E\ 1 mN (n—nt)N
q(l) bz::l ;az (77 + 77N> 1 hip + N jz::lnlmb + ]z::l Moy 4 (5),b
B D
= > D ailaigsl (I11-23)
b=1 i=1

whereq, ; ; is a zero-mean complex Gaussian random variable with \Hléﬁ‘ + nizv) %Jr

No
nN*

EleOu| — HHE[esai|“i»kab|2|u]

o
I
—
-
Il
—

= ﬁﬁ ! (I11-24)
s (i) 5 )

For the sake of feasibility of the analytical minimizatioheguation (111-37) as function of
s we assume that the channel has a flat eigenvalues phefte A = 1/D i =1,...,D.
Thus,«;, i = 1,...,D maybe set td without modifying the problem. Throughout the
rest of this sectionwe take; =1, i =1,...,D.

B D
s — 1
E[e q(l)lu} B bl;[l 1—5((%+%) E;)\_i_?]?\f_]%)
(n—me)N ) Dmy, )
B 1-25
k;l;Io 1—3((%4_%)%_’_5_&) ( )

wherem, is the multiplicity  in the sequencéky, . .. , kg }. Similarly we compute’” E [e‘tq(c) |u]
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and show that

DB
E — c Z / ]-

n

"
Jr=DB log (1-+¢( Z22 4 20.))

el ) (111-26)

minimizing e'” £ [e‘t‘I(C) |Z/{} as function oft is equivalent to minimizing, as function of
f(t). Wheref(t) is defined as follows

f(t) =tp— DBlog (1 +t (EnA + %)) (11-27)

The later minimization yields

DB

_ o
min e’ E [e‘tq(c)] =e SN : (11-28)
>0

Decoding threshold

We choose the decoding threshgldo be equal tq1 — €)DB (Es\/n + Ny /nN). Such
that0 < e < 1. The reasoning behind this choice is thafagoes to infinityg(c) converges
to DB (EsA/n+ No/nN). Therefore, a3 goes to infinityg(c) can be made larger than
p for arbitrarly small values of. In our finite block length analysis, we will optimizeas
function of the codeword lengtB N and other system parameters.

Random coding

As shown earlier in this sectioff [¢*(¢()=*)|1/] does not depend on the particular choice
of codewordsy; and u, but only on the sequencgny,...,mp}. Indeed, in equation
(IN-20) the expectation over the set of codebooks breaksndto an expectation over
{my,...,mp}. Given that the codebooks are generated randofwly,, ..., mp} is dis-
tributed according to a multinomial distribution fgiv < L%J Performing a looser mini-
mization overs we obtain

g [xgg e E [esqm |uH < min B [e—SPE [esq@ |u} } (I11-29)
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Indeed, equation (111-20) can be rewritten as follows

B
< _ .
Pe < (M 1)Isn>l%)l Z (mo,...,mB>

mo,...,MB
i ’” (n m) ( (n—m»("—w—k "
k 0 L—mn 1 —m
Dmk
1
k E) IN(
s (B k) B2+ %)
. 72 —tq(c) -
+ mine E[e ] (111-30)

Let R be the transmitted data rate? is written as function of the codebook sidé¢ as
follows

1
Thus, (111-30) can be rewritten as follows

Pe < (2BNRT5—1)

(n—ne)N N
S ((n—m>k<1_ (n—m))m o k)
k=0 L= L=

+ e oty (11-32)

The minimization oves will be performed numerically.

Orthogonal codes

Rather than using codebooks generated at random as inrs€ctim this section we con-
sider orthogonal codebooks. By orthogonal codebook, we secodebook whose any pair
of codewords has a null number of collisiong, = 0 for k£ > 0. For given transmit
probability n, training sequence proportiofp and codebook lengtB N we can construct
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B
orthogonal codebooks with as many codewordg/as- (ﬁ) . For orthogonal code-
words the pairwaise error probability is uniform and can b&med directly from (C.1)
takingm; = 0 for k& > 0. Thus, the average error probability achieved by orthogona

codebooks is

DB

P. < (M—l)mige_s'o N
5> _ ne | LsA No

! 3((??) n +?7N)

P
)\, N
(QBNRTé—l) S R

DB— Ng —DBlog( 28 (£s2 120
v oo TR B (5 ) (111-33)
One can expect orthogonal codes to be optimal in the low ddéaregion (i.e. low SNR
region) since they achieve the lowest average pairwaise probability among the set of
all possible codebooks and at the same time allow for largegimcodebooks to target the
data rates of interest in the considered SNR region.

C.2 Suboptimal ML detection metric

q(1) is defined as in (11I-17). We recall the definition bf from the previous section (C.1)
and again assume that the channel eigenvalue profile is flat.

*

B N
Z 2Re E; ib T LN Z T,5,b
b=1 =1

N
Ky E\ 1 J
h@b 4+ — Z M j.b (|||-34)
(n=n)N\ n (n=n)N ,_2=

i i o 1 N ,
In the following we note respectivebt ; , = . DT Nigbr €2, = I m Z] — N1 i), b

andes ;p = \/%hmb. e1,ipr €2.4.h, andes ; , are independent complex Gaussian variables.

In order to compute’ [esq”) 4], we rewriteq(1) as a sum of independent Hermitian quadratic
forms of complex Gaussian vectors which allows us to usen®uresult on the character-
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istic functions of Hermitian quadratic forms in complex mai variables [48]. Indeed, we
reformulateg(() as follows

B
=> > 9., Mg, (111-35)

b=1 i=1

whereg b= = [e14pe2,p€3.i,0] IS @ size 3 complex Gaussian vector of zero mean and covari-

ance matrixR; = diag ( , —DNo__ EsA ) While M, ;, is the matrix with real entries
N> (n—n)N’ n '
defined as follows
0 1 wv(ky)
M, = 1 0 1 (1-36)
V(kb) 1 QV(kb)

wherev (k) = ky/((n — n:)IN). Applying Turin’s result [48] we obtain

B D
E[esq(l)W} _ HHE[SQ MlbglbW}

1
i=1 <|I_SRM’Lb|>

1 D
_ -37
. (\I—SRz‘Mz’,b|> (137

o
I
—
-
Il
—

Il
|
o

S8
I
—_

Il
—w

S8
I

B\ N EA N E\ N,
[T — sR;M, | = 1—2v(ky) i <( . ( . > A e I

_|_
n—n)N\ n  mN
(111°38)

Decoding threshold

Following the same reasoning as in section () we take thedilegdhreshold to be equal to
(1—e)BE:,
n

- (q-o (I11-39)
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Orthogonal codes

For the sake of feasability of mathematical developmenésrastrict the system to the use
of orthogonal codebooks defined as in section (). Therefore

B\ N, E.)\ N, E)\ N, bB
E|es®] = (1—21/0 Ss—< 0 ( A 0>+V20;_0>32>
[ ] ©) n m=m)N \ n  mN ©) n N
_  —DBlog(f(s)) (111-40)
Thus
mine **E [esq@} — nin e~ DBlog(f(s))
s>0 s>0
= emina>09(s) (Ill-41)

Minimizing g(s) as function ofs yields the following expression

D w (%)
argming(s) - T N E )\ N E;\ N,
*>0 p (n—ni)N (T + m_R/) +v2(0) o N
2 Es) 2
-+ D_2 + . (0) ( :] ) + 1 (H1-42)
P No (B2 No ) o20)Ea N ) 4&%@+M%ﬂ@ﬁﬁ’
(m—m)N \ 0 + N +tv (0) n MmN (n—ne)N n e N n neN

Similarly we computel [e—t‘I(c)] . The numerical optimization of the decoding error prob-
ability as function of design parameters (g, ) is still in progress and will be presented
later on.

C.3 Pure non-coherent receiver

In this section we look at the performance of the non-coheesreiver introduced in chapter
II. The latter is an energy receiver which does not exploérttel stationarity in order to
implicitly perform a channel estimation. The motivation Bmalyzing the performance of
this receiver is twofold. i), as seen in the previous chapkes receiver allows for a low
complexity implementation. ii) We are interested in ch#gzing the penality, in terms of
minimum achieved codeword error probability for a givemsmaission rate, endured by the
non-coherent receiver when not exploiting channel station
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The decision metric of the considered receiver is writtefoliews

B

N
a)=>>" niN el g (I11-43)

b=1 k=1

Note that since the performance comparison with the prelyomtroduced receivers will
be performed in the case of flat channel eigenvalues profégecamsidered here the non-
matched energy detector that was shown, in the previouseh&p perform as good as the
channel-matched receiver in these conditions.

Decoding threshold

Again, following the same reasoning as in section () we thkedecoding threshold to be
equal top = (1 — €)BD (% + No).

Orthogonal codebooks

We restrict our analysis to the case of orthogonal codebooks

5N 1 2 ()
gle0] - T[I]& {esn—mbn ]

b=1k=1

. ByND
S (11-44)
N,
(1 - Sn—J3>

Thus

BD N
mine *FE [esq(l)] = eBDnN_%_BDnNIOg( ’ O) (In-45)

s>0
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B
E[e‘t‘Y(C)] = I E

E [e—t;N|rzk,b|r2ui‘?bmb“

b=1 k=1
*tﬂN\hi,b\Q
Ng
E Hf;e N
B h,

DnN
N
b=1 (1 + tn—]{}>
BD

BDnN )
) s (I11-46)

77N N, n
l"l‘til(\)[

Therefore the codeword probability of error is upper-badds follows

N BD N
P < (M - 1)eBPIY - BD(2520)
BD
BDnN .
+ minet”< > — (IN-47)
0 Ny t _E
> 1+t 1+1+t% -

D ERROR PROBABILITY LOWER-BOUND

In this section we derive a lower bound on the codeword emobability. Combined to
the upper bounds derived in the previous section, this Wilhato better assess the perfor-
mance of the considered signaling and detection schemebdined is based on a result
due to Poor and Verdu [49]. In [49] they derive a lower boundhenprobability of error in
generic multi-hypothesis testing problems. The bound$fadfinite number of equiprob-
able hypotheses as well as countably many hypotheses wilbé@rary prior distribution.
The bound is summarized in the following result

Theorem 1:SupposeX andY are random variables, witkl taking on a finite (or countably
infinite) number of values. The minimum probability of errom estimatingX from Y
satisfies the inequality

€e>(1—a)Pr(P(X|Y)<a) (In-48)

for eacha € [0, 1], whereP(X|Y') denotes the posterior probability &f givenY'.
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The bound was shown to be always tighter than both ShanngraffsilVerdu-Han bounds
[50] and shares their advantage over the Fano’s inequay gf providing general con-
verses in channel coding. Note that the Shannon bound [Bl}$j®cial case of the Verdu-
Poor bound corresponding to the case whergforced to the valué /2.

We use theorem (1) to derive a lower bound on the decoding probability for the sig-
naling scheme and channel used in the previous section.

P. > max (1 — a)Pr <P(g\{y,, i=1,...,D}) < a) (I11-49)
a€l0,1] =t

Whel’eP(gHgi, i = 1,...,D}) denotes the posterior probability afgiven {Qi’ i =
1,...,D}. We term1(.) the identity function.

Pr(Phy, i=1...Dp<a)=F B [1(PaHy i=1...D)<aq)]
(IN-50)
Given the problem symmeﬁ’y{ , ]? Dy [1(P(g\{y., i=1,...,D} < a)} is inde-
Y, =1,..,D}u =

pendent of a particular realization of the transmitted eatd ». Thus, without loss of
generality we rewrite (I11-50) as follows

Pr(Pul{y, i=1...,D}) <a) = 1 E 1 (Pluil{y, i=1,...D}) <]

(1n-51)
The posterior probability of the transmitted symbol seqeegiven the received signal is
related to the channel transition probability as follows

| P({y; i=1...,Du=1w) P(w)
Pty 1= ) = o o))

Expanding the unconditional probability of observi{g, i=1,...,D} as follows

(I11-52)

Py ({g i=1,... ,D}) - %PH (u;) Py ({gi, i=1,...,D}u= gj) (111-53)
j=1

we obtain the following expression for the lower boundi@n

M P L,t=1,...,D}u=wu;
P. > max (1—a) E |:1 (Z y<{gl 4 ]) > 01[)]

T aglo,1] {gi, i=1,...,D}|lu=u, = Py ({QZ’ i = 17 L ,D}’Q — Ql)
(11-54)

8From our codewords constant-energy and equal probabétyraptions introduced in the previous section.
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E RESULTS
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Fig. IlI-1. ML detection rule with orthogonal codebooks:pgp bound on BLER versus the
transmission data rate for a fixed block si¥e= 10000 and different number of blocks per
codewordB. SNR=50dB,T;=25ns,T),=1ns.

In this section we numerically evaluate the error probgbéixpressions derived in the cur-
rent chapter and then analyze the impact of system and dgsigmeters on the behavior of
decoding error probability. In all considered settinghe asymmetric transmission prob-
ability of On—offsignaling is optimized numerically as function of systemapaeters. We
first consider the case where orthogonal codebooks are ugethe full ML metric. Fig-
ure IlI-1 shows the minimum codeword error probability weyshe transmission data rate.
The block size (i.e. coherence time) is kept constant andléquv = 10000 which corre-
sponds to a channel coherence-time on the ord&t. ef 10000 * 75 = 250us. Increasing
the number blocks, constituting a codeword, increases ltpe of error probability de-
crease, as function of the transmission rate, while not atipg the waterfall point. On
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the other hand, as can be seen on figure 1lI-2, increasingltiol& Bize N while keeping

the codeword lengtlB N increases both the slope of decrease of the error prolyadiid

the waterfall point. Increasing augments channel stationarity, and thus help better esti-
mating the channel, and at the same time reduces the chameetliiversity. Therefore,
the observed behavior of the error probability, confirms ¢hdWB channel contains large
enough number of degrees of freedom, and thus is not sensiloleannel time-diversity
degree.

10 T

10" b

| N=2500
107}

10° | .

BLER
N=5000

-10

10 | N=8000 T

_»| N=10000

-14 )

10 10* 10
Rate (bits/s)

10

Fig. llI-2. ML detection rule with orthogonal codebooks:pgv bound on BLER versus the
transmission data rate for fixed codeword lenglv = 200000 and different block size
valuesN. SNR=50dBT;=25ns,T),=1ns.

Figure I1I-3 shows the effect of SNR level on the slope of th@eprobability curve. A
higher SNR increases the slope for a fixed block size This may be explained by the
fact that a higher SNR helps better estimate the channelrarsdtakes a bigger advantage
of channel stationarity. Using randomly generated codkebauastead of orthogonal code-
books. Figure IlI-4 shows that randomly generated codebsbghtly outperforms orthog-
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onal codebooks. This behavior may not hold for higher SNRI&Wote that when using
the ML detection metric, the error probability term (C. Iirtsiout to be a strictly decreasing
function of,. Therefore the optimal transmission strategy consist®bfransmitting any
pilot symbols, this is to be expected.

10 T T T
SNR=48dB
10° | 1
SNR=50dB
10—10 | 7
BLER
10751 SNR=52dB :
10_20 2 ‘ 3 ‘ 4 ‘ 5 6
10 10 10 10 10

Rate (bits/s)

Fig. IlI-3. ML detection rule with orthogonal codebooks:pgp bound on BLER versus the
transmission data rate for fixed block sixe= 5000 and number of blocks per codeword
B = 40 and different SNR valued;=25ns,7,,=1ns.

We again consider orthogonal codebooks. Figure 111-5 shindower and upper bounds
previously computed on the codeword error probability of Rin-coherent receiver. The
obtained upper bound is not tight but still give a good ide#hefactual error probability
of real system. The figure also shows the comparison betweerrtor probability per-
formance of both the ML non-coherent receiver and the pureaaoberent receiver. The
comparison was drawn in the case of block siWeequal to 5000 and number pf blocks
per codeword equal to 40. As expected, the ML receiver s@ifly outperforms the pure
non-coherent receiver given the large coherence time aftaenel which allow for channel
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Fig. lll-4. ML detection rule: orthogonal codebooks versasdom codebooks. upper
bound on BLER versus the transmission data rate for fixedkbéime N = 5000 and
number of blocks per codewoirfd = 40 and different SNR values.;=25ns,T},=1ns.
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estimation. Note that the error probability of the pure moherent receiver has a slower
convergence as function of the codeword Jiz¥.

10 T
107} -
-4 | B=5000; g
10 N=200 \
10° f -
BLER B=5000; N=40
10° } 1
10—10 | |
10—12 | 7
— — — Error probability lower bound
104} Error probability upper bound| |
/ Pure non—-coherent receiver
10_16 2 ‘ 3 ‘ 4 ‘ 5 6
10 10 10 10 10

Rate (bits/s)

Fig. I1I-5. ML detection rule with orthogonal codebooks: pgn and lower bounds on the
BLER versus the transmission data rate for fixed block 8ize 5000 and number of blocks
per codewordB = 40. The figure also shows the lower bound on the error probwlafit
the pure non-coherent receiv@};=25ns,7,,=1ns.




CHAPTER IV

Multi-carrier On-—off signaling

In chapter (1) the performance of non-coher@m—offsignaling, with short impulses, was
analyzed in the ultrawideband regime. The scheme was shoypertorm very close to
the wideband capacity, in the low data rate regime, for giparameter values of UWB
systems. Nevertheless this signaling scheme suffersrpsafice degradation for increasing
bandwidth and in the high data rate regime. This behaviorbeaexplained by a signal
over-spreading phenomenderming7,, the transmitted pulse duration afigl the channel
delay spread, the received signal occupies a signal-spatbeension of the order ofT; +
T,)/T,, which means that for increasing bandwidth (i.e. decrga%iy) the number of
dimensions increases becalge- 7, ~ Tj. This confirms previous results on the so-called
bandwidth-scaled signals, that showed that using spreaarsin signaling, such as direct
sequence CDMA, leads to a vanishing systems capacity irirthiedf infinite bandwidth
([22], [23], [37]). From the above discussion, it arisesttbaitable signaling strategies
for ultrawideband systems, in the high data rates regioed t@ use relatively narrow band
signals (i.e. long duration signal$,, on the order of ;) to avoid over-spreading. Therefore,
the previous reasoning suggests the use of multi-cargeang.

Lately multi-carrier UWB signaling has gained an increasnbérest. It is mainly being
explored in the form of classical OFDM signaling over UWB besdth associated to co-
herent receivers[57],[59],[61]. The capacity of this gukeas well as the achievable rates
with some practical coding schemes were studied [60][[6Z], Other works concentrated
on design and implementation issues such as channel astirfz?], transmit symbols opti-
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mization [53],[58], power allocation [54], and receivenusttures [56]. The main motivation
behind the use of OFDM as a signaling scheme for UWB, is to fitefinem the receiver
complexity reductioh it allows. Multiband OFDM is one of the two last contenders fo
the IEEE 802.15.3a physical layer standard[63]. An otheltiroarrier signaling scheme
for UWB that has been investigated is impulsive FSK[29][3This strategy was used
to proove that in the limit of infinite bandwidth, channel kvledge at the receiver does
not increase the capacity. In [64], Luo and Medard analyeepitformance of impulsive
single-tone and two-tone FSK for bandwidths in-line witbga ofUltrawidebandsystems
and show both schemes to achieve data rates of the order afisapf AWGN channel
with a better performance for two-tone FSK for small bandisd

In the following we introduce a family of signaling schemégyre 1V-1) we term OFDM
On-offsignaling. The latter corresponds to the most general wasioig time-frequency
dimensions. Information is coded simultaneously alongetand frequency axes. Using a
grid representation of the time-frequency signal spaceh ®ax of the grid is used in an
on-off manner with a vanishingn probability as the total bandwidth goes to infinity. This
scheme encompasses signaling schemes such as impulsitenenand multi-tone FSK;
Using appropriate channel codes it can be down-casted iytofahese signaling schemes
(see section Il for an example). This memoryless transomssirategy resembles OFDM
signaling. Within each sub-band, however, impulsive diggais still used. We should
emphasize here the difference between the notiommmdisive transmissiqrused in [37]-
[64], andon-off signaling along time dimension used in the proposed schatrties work.

In the first case it corresponds to the system switching bsiveetive and idle status, the
active periods being known to both the transmitter and veceMhile in the second case
it corresponds to encoding transmitted information aldregtime-dimension, and thus the
receiver does not know a priori the location, in time, of s@itter active periods.

The remainder of this chapter is organized as follows. Weifiteoduce channel and signal-
ing models. Then upper and lower bounds on the average mntaghation of introduced
signaling scheme are derived. Finally the achieved dats rate compared to those of
impulsive multi-tone FSK and discussed.

A SYSTEM DESCRIPTION

A general finite-gain continuous-time multipath blockifeglchannel model is considered.
We again notd’; and7, respectively it's delay spread and coherence time. Throuigthe
chapter we will assume the symbol duratibnto be smaller than channel coherence-time,
so that the latter can be assumed to be constant over eacblsyiiienz(t) is transmitted,

YIn particular regarding channel estimation
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Frequency

L carriers

T, Time

Fig. IV-1. OFDM-on-offsignaling
the received signal during time intenvalT; + Ty, (n + 1)T%] is given by

Ty
)= [ bl (e — i (V1)

whereh,, (u) is the channel impulse response during #itle symbol time. Parallel inde-
pendent memoryless signal streams are transmittetl sub-carriers. We denot& F’ the
spacing between two adjacent carriers such that the tat@mybandwidtiV is related to

the number of sub-carrierg, as followsL = |W/AF |. Each subcarrier is modulated with

a data symbat; ,,, wherel represents the subcarrier index number aride time slot num-
ber. Binary data is encoded using a randomly generated ooldéb= {U1,Ua,..., Up}

of cardinality M and codeword lengttv. Each codewordJ,, is a sequence oV vectors
U = {15 U 95 - - - Uy v} €2CH Of them corresponding to the transmitted symbols on
each of thel, sub-carriers during theth symbol-time (i.e. a box in the time-frequency grid
(IV-1). Uy, sy = (U 15 - - 5 Umyn, ) With

_ | 1 with probability n 2
Hmanl = { 0 with probability (1 — 1) (v2)

As code lengthV goes to infinity, all the used codewords have the same en&ogyatisfy
the power constraint for any finite code lengthwe impose that for any codeword

N L
Z Z Ut =NNL (IV-3)
=1

n=1
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which means that each codeword uses exagtly boxes of theime-frequency gridimpul-
sive FSK signaling can be obtained from the previous schegmneefistraining the codewords
U,, to be of the following form (see figure (1V-2))

L .
[ 1 if mod(nk)=0
;um’”’l - { 0 otherwise (V-4)

Recalling the terminology of impulsive FSK [64]/% corresponds to the duty cycle.

4 Frequency

Fig. IV-2. Impulsive FSK

In the following we note the index of the actually transmitted codeword. Its coroesiing
transmitted signal is written as follows

N
2(t) = > an(t)
n=1

N-1 L E
- ¥ (Zuv’n’l\/%@l (t—nT8)> (IV-5)
n=0 =1
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where the transmitted pulge() is given by

—Lei? it for t € [0, Ty

Qyt) =4 VI e V-6
(®) { 0 elsewhere (IV-6)

The average symbol transmitted eneifgyis given by (the detailed derivation is given in

Appendix A)
PT;

2 L-1 L . ,
1+ (Tn) =1 D k—i41 Sinc (27r(/~c — Z)TSZCTd)
Note that for practical system parameters values, the setmsm of the denominator of
expression V-7 is negligible with respect to the first temespective of the value of the

transmission probability). For example considefy = 27ns, Ty = 25ns, andW =
7.5GHz. Then

< ) ;k;lsmc <27r -7

Substituting the transmitted signa(t) with it's expression (IV-5) in (IV-1) we rewrite the
received signal during time—interv&lT + Ty, (n + 1)Ts] as follows

T, '
Z Uy .l 5 pd2mfit (/ hn(s)e—j27rfl5d8> (IV-9)
0

T '
by = ( / hn(s)e‘ﬂ”f”ds> (IV-10)
0

is the complex phasor representing the amplitude gain aadepkhift on thé th carrier,
during the intervalnT; + Ty, (n + 1)Ts. In the following h,,; will be assumed to be a
complex circularly symmetric Gaussian zero mean variade, without loss of generality
of unit variance. At the receiver a guard interval is leftreg beginning of each symbol, from
our memoryless assumptién To guarantee orthogonality of the sub-carriers at recapti
we choose the carrier frequencies to fhe= fy + TS+Td(i.e AF = TSETd). Thus the
received signal on thih Carrier during the: th time-slot is

(IV-7)

) = 34210710 « 1 (IV-8)
d

where

n+1 TS

Ynil = /
" \/T T4 Jnr,+1,

T, — Ty Es
= 4/ P | = Uon ~ IV-11
T 1, ULU’ 11 Zn ( )

whereh_;, z ; are sequences of complex independent Gaussian variakilegevo-mean
and unit-variance.

—j27ffltdt

The guard-interval plays the role of the cyclic prefix in siaal OFDM.
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B BOUNDS ONMUTUAL |INFORMATION

In this section we compute the ergodic mutual informatiothefconsidered channel model
when the input distribution is restricted to the previousiyoduced OFDMen-off signal-
ing, and then compare it the capacity of impulsive 2-tB8&input distribution. We assume
that no channel side information is available to the receaioe the transmitter.

We compute the average mutual information between thertittes! information symbols
over theL carriers, during a single symbol time, and the correspandateived signal.
In the rest of this section time and codeword indexes arepdiwpn the notation intro-
duced in the previous section for a better clarity of math@ahdevelopments. We denote
u = (u1,...,ur) the vector of transmitted symbols (insteadipf, = (ut 1, - -, Utp,z) N
the previous notation), angd= (y1, . . .,y ) the vector of received signals on thecarriers.
Though the transmitted symbals are uncorrelated, the received signal vedfdras corre-
lated components, because of the correlation of chanrapldrecy samplesy, hs, ..., hr.

A correlation channel model is needed for the computatiothefexact mutual informa-
tion. In the following we do not consider any particular edation model but upper and
lower bound the actual value of mutual information by itsueain the two limiting cases :
no correlation and full correlation (i.e. the channel igjfrency flat). The average mutual
information is given by

I(w;y) = H(u) — H(u/y) (IV-12)
where
L
H(@) = ZH(ul |Ul_1,. ,Ul)
=1
L
YOS H (w) (IV-13)
=1
(a) follows from the independenceof [ =1,...,L
L
H(E@) = ZH(ul |g7ul—17"'7u1)
=1
®) &
< > H(uly) (IV-14)

~

1
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in (b) we use that conditioning reduces entropy. Thus
L

Iwy) > > (H(w)—H(uly))
=1
= L(H (w1)— H (u1|y1))

= L(H (y1) — H (y1|u1)) (IV-15)

H (yp |uy) is derived in Appendix B. We now turn to the derivation of thmpar bound

I(u;y) = H(y) — H(ylu) (IV-16)
where

L
= Y Prw (m ((2me)) ‘Rg‘ D (IV-17)
u€{0,1}F -
whereR,, v, is the autocorrelation matrix of the received vector caadéd on the realiza-
tion of codewordu.

(Ts - Td) Es

W Tl [hut, ... hur)t + 2 (IV-18)

Y

|.| stands for the determinant operator. Lgtbe the number of non-zero elementswof
Since the determinant is invariant to permutations of roms@lumns we hence have that

‘Ry‘u (IV-19)

R,

Yy,

u

/ T . . . .
Wherey_|u = [Qpﬂz} is a reordered version @"u where we have put ip; the entries

corresponding to the non-zero entriesgo\‘/vhileg2 contains the remaining elementsg'%]:.
Thus -

R 0
R, = Yy IV-20
Ylu [ 0 Nolp—, ] ( )
wherel; stands for the identity matrix of size Thus
L1y
‘Rg‘u‘ - ‘Rgl‘ N (IV-21)
with R, = %Rhl + Nol;,. Note thatR, is a Hermitian positive semi-definite

matrix whose entries are of modulus less than or equal to one.
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Lemma 2:Let y be a size vector of i.i.d complex Gaussian correlated random vaesbl
corrupted by additive white Gaussian nojse- h + z. WhereR, = oI; andh has zero-

mean unit-variance entries. TheR, | is minimized forh = h¢ whereh is a zero mean

unit variance complex Gaussian variable ang any complex deterministic vector with
unit modulus entries.

Note that minimizing the determinant of the autocorrelafionction of a Gaussian random
vector is equivalent to minimizing its differential entySp Thus the result of lemma 2 is
intuitive in the sense that it says that the uncertainty alaoGaussian random vector is
minimized when the correlation of its entries is maximizBdoof of lemma (2) is given in
Appendix C.

Applying the result of lemma 2 to the right side term of equat{IV-21) we obtain the
following inequality

L—1,
‘Rgm NO

Z ‘Ry'{

Whereg/l/ = (T%?L)&h@ + 2. Taking vectorg to be the all one vectop = i and

again using the invariance of the determinant operatornmpitions of rows and columns
inequality (IV-22) becomes

‘Rgm >R (IV-22)

_‘ Yyuh=ni

injecting the obtained inequality in equation (1V-17) weah an upper bound on the mu-
tual information between the transmitted symbols and vecksignal

Hwy) <H(y) - H (ﬁm,@:m) (IV-23)

Note that the obtained bounds both the upper and lower oregatesince they are reached
when channel taps correlation corresponds to the two higiitiases of full correlation and
no correlation.

C DiscuUssION

In this section we compare the mutual information of the peggl signaling scheme to the
capacity of impulsive multi-tone FSK ([64]). In particuldhe average transmitted power
spectral density is limited and set to be at the same levdieapawer spectral density of
thermal noise ([13]). Thus the average transmitted powetirearly increasing function of

SDifferential entropy of a random Gaussian vector is a $yricicreasing function of the determinant of its
autocorrelation function
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Fig. IV-3. Achievable rates versus distarite= 0.5us,Ty = 30ns,W = 1GHz
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system bandwidth. We numerically evaluate the derived dswam the capacity of OFDM-
on-off signaling and compare them to the capacity of impel$iSK([64], [37]). Both the
on-probability » of OFDM-on-off signaling and the activity duty cycle of the impulsive
FSK are optimized as function of system bandwidth and SNRe Nlwat we restrict our
comparison to 1-tone FSK because, apart from the very higR &fdion, it has sensibly
the same capacity as higher order multi-tone FSK. Note teatapacity of S-tone FSK is

S
(1))
upper bounded by———* bits/s. This bound expresses the fact that the size of the
modulation is finite. We denote this bound as the bandwiditiitdid bound. This bound
is tight in the region of very high SNR and takes its maximurfuedaor S = |L/2].
Moreover, for numerical stability considerations, we é¢dased a looser upper bound on
capacity of OFDMen-off where in (1V-23) we upper bound the ted(y) by Zle H(y;).

C.1 S-tone impulsive FSK

In figure B we look at the behavior of the achievable ratesheftivo considered systems,
as function of the distance between the transmitter anddbeiwver. Here we again use
the pathloss model and transmission power(compliant witke Fegulation) introduced in
section (D). We have also plotted on this figure the bandwlidiited upper bound for
1-tone FSK and S-tone FSk with = |L/2|. The bandwidth is kept constant. OFDM-
on-offoutperforms 1-tone FSK in particular for short range comications  10m). The
gap between the two schemes ranges from 3dB to more than Nad8that at a distance
of about13m between the transmitter and the receiver, the two schenrésripealmost
the same which means that for this particular SNR and baridwialues 1-tone FSK is
optimal and that the codebook that achieves the capacity=aiND-on-off is the one than
that downcast it to 1-tone FSK.

In the long range communications region (i.e. large valdedisiance D) the upper and
lower bound merge. This behavior is due to the fact that cblasmifficult to estimate even
with full correlation of channel frequency tones becausé¢heflow signal to noise ratio
of the received signal. On the other hand, in the short rapgamunications region (i.e.
high SNR) channel is easy to estimate and benefits from the dogelation of channel
frequency tones. Performance of a true channel will lie itwken as a function of its
number of degrees of freedom.

In figure C.1, we draw the mutual information versus the badtwfor a fixed SNR. As can
be seen the growth of capacity versus bandwidth is very stovodth compared schemes.
Both curves have sensibly the same slope for bandwidtherléingn1GHz. This behavior
is consistent with the analysis of Verdu in [28] where he stawhat the slope of spectral
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10 T T

- - 1l-tone FSK
—— OFDM on-off lower bound
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Fig. IV-4. Capacity versus bandwidffi: = 0.5us, 7 = 30ns,SNR = 60dB

efficiency versus the minimum needed SNR per bit for reli@ol@munications, is zero at
the origin if no channel state information is available te teceiver.

D CONCLUSION

In the limit of infinite bandwidth and without any CSI at theseéver, impulsive frequency-
shift keying (FSK) achieves the wideband capacity. We thice a new generalized multi-
carrier signaling scheme and compare it to impulsive siagte multi-tone FSk in terms of
achieved capacity with no CSI at the receiver. We derivet tigiper and lower bounds on
the capacity of the proposed signaling scheme over the sditmdssible channel frequency
correlation patterns. We show that the introduced schemygedorms impulsive multi-
tone FSk for bandwidths inline with those of Ultrawidebagdtems, and still achieves the
wideband capacity in the limit of infinite bandwidth.




66 Chapter IV. Multi-carrier On-—off signaling

E APPENDIX

IV.0.1 Average transmitted power

Writing the average transmitted energy during symbol tinig;, (n + 1)7}[, we obtain
/TS EL: zL: Ut,n, 1 Ut,n,k <E> O, (t) Py (t)dt
0 nL

E[ /OTS |x(t)|2dt} - B[ XX

7. L L
= /0 ZZE [ut,n,lutm,k] (%) P, ()P (t)dt
L

=1 k=1

— SB[, (%) /0 " () (1t

L B Ts
+ E [ut vt n k) (—L> / 2Re (®;(t)P5(t)) dt
I=1 k=I+1 U 0
L-1 L T
nEs =2 k—1
- B, = 2
—l—lZ:kZ ( i >/S_Tdecos<7TTs_Td dt

1 k=l+1

= B+ (277LES> Lz_l EL: sinc (27T(I<: . l)Ts%T) (IV-24)

=1 k=l+1

Next, relating the average transmitted energy to the aearagsmitted poweP, we obtain
the following expression foE

E, = Pl (IV-25)

1+ <2%7) lL:_ll Zi:l—i—l sinc (27r(/~c - Z)TS:CSTd)

IV.0.2 Bounds on the mutual information of OFDMon-off signaling

We first compute? (w / %hg +z \Q)

(Ts - Td) Es
H ——"h Z =F
( Tl +Z|u

" ( (T, — 1) E,

Torl h@+§|@>] (Iv-26)
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where
(Ts - Td) Es (Ts - Td) Es T
u = h ~N|O; NI+ ————u'u IV-27
Ylu TunL u+z~N, 0; NoI + Turl U u ( )
thus
(Ts — Td) Es H (Ts - Td) Es T -
H ~~ " °h = F NI+ —rw—+—
( Tl u+zlu E v ol + TaoL YY) U

+ log (det (F (NOI * %Q@m

The matrixT + nf;vong has two different eigenvalues: 1 with multiplicity — 1 and

1+ nLE;VO wuT with multiplicity one. Thus

(Ts - Td) Es T (Ts - Td) Es T
—_— = =log(l + ——— IV-28
det (I + TonLNg U u og(l + T.nLN; uu’) ( )
Then using that
T, — Ty) E, !
y (NOI + %uﬂo y1| =1L (IV-29)
Ylu |~ TST/L -

(see [30]) we end up with following expression

s T, —Ty) Es
H <\/(Ts —Ty) b hu+z|U = u> = Llog (meNy) + log <1 + %’U,UT>

TST]L TSTILNO
(IV-30)
and finally
H whu—i—zm = Llog (meNg) + E |lo 1+wuuT
T 4TEM simeo) a8 TN,

—

e

= Llog (meNy)

~

TsnLNo

L

k k(Ts —Ty) Es

+ E <L>nk(1—n)L_klog<l+—( )
k=0

)
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in (e) we use the equidistribution of i = 1,..., L. TakingL = 1 in the previous equality
we obtain the expression &f (y; |u1)
(Ts - Td) Es
H =1 N 1 1+—— IV-31
(o ) = og (reVo) + o {1+ 2= (v-31)
IV.0.3 Proof of lemma 1
R, =R;, + ol (IV-32)

whereR,, is a Hermitian positive semi-definite matrix whose entriesaf modulus less or
equal to one. Let; > v;_1--- > 11 > 0 be its ordered eigenvalues. Thus

‘Rg‘ - f[ (o + 1) (IV-33)

i=1

Moreover the eigenvalugs; } satisfy the following trace equatidn’_, v; = trace (Ry) =
[. Thus minimizing‘Rg‘ is equivalent to minimizingﬂﬁz1 (a + v;) subject to the following

constraing
> > >
{ m2ver 220 (IV-34)
D vi=1
we reformulate the minimization problem as follows
l !
argmin H(a +v;) = argmin Z log(a + 1) (IV-35)
(Viyeey1) im1 Viyeeyv1) i—1

v; >0, Zi’:l v;=l v; >0, Ei’:l v;=l

Considering the following Lagrange multiplier

l l l
=1 =1 =1

we show that (see Appendix 1V.0.4)

!

argmin Z log(a+v;) = (1,0,...,0) (IV-37)
(Viyesv1) i—

v; >0 ,lzézi v;=l !

“The considered constrains on the eigenvalue$ are necessary and sufficient in the sens they are equiva-
lent to the constrains that channel tdjs} are subject to.
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let h,,, be the channel vector associated with the solution to them®ation problem. Then
Ry,  is arank one matrix and thus

Ry, =uvvf (IV-38)

=m

sinceRy, = is a hermitian matrix then; = v,. Moreoverdiag (Rﬁm) = W¥;. ThusV, has
unit modulus entries.

IV.0.4 Solution of the constrained minimization problem

Deriving the Khun-Tuker conditions we obtain

oL _ 1
ov; — a+vy; +,0+5z

vi>0, 8 >0 (1IV-39)
Bvi=0, 3 vi=1

We first prove that if one eigenvalugis equal to zero then there is exadtly 1 eigenvalues
equal to zero. Assume that = 0, thusé + p+ B1 = 0. If we assume that for ail > 2,
v; > 0 we obtain that

Vi =—a — 1 Vi > 2 (IV-40)
P

Injecting the obtained equalities in the equat@ﬁ:l v; = [ we obtain thap = —ﬁ

for anyl > 2. Injecting the latest equality in the equati§n+ p + (61 = 0 we obtain that

B = —m < 0 which is a contradiction with the fact thaj is greater or equal to
zero. Thus,, = 0. Similarly we recursively prove that = 15 = --- = y;_; = 0 and that
(v1,...,1v) = (0,...,0,0)is the only solution that has at least a zero value and satisliie

the conditions.

Now we see if there is any solution to the problem such that- 0 for i = 1,... 1.
Assume that; > 0 for¢ = 1,...,l. This implies that3; = 0fori = 1,...,l. Thus
aiyi +p=0fori =1,...,1. Using the equalityZﬁ:1 v; = | we finally obtain that
vy = vy = --- = 1 = 1. In conclusion the considered function, subject to the tairs,
admits extremums at exactly 2 poirfts ..., 1) and(0, ...,0,). Nothing that the function

f(x) defined as

F(z) = zlog(1 + g) z>0 (IV-41)

is monotonically increasing we prove that the pdimt, . .., ;) = (0,...,0,1) corresponds
to the minimum of the considered function and thus solutiaihé constrained minimization
problem.
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CHAPTER V

Non-Coherent UWB Peer-to-Peer Networks

The networks which will likely employ UWB signaling, for exgple Wireless Personal Area
Networks (WPANandsensor networksare characterized by direct links between nodes in
the network without the need for a central access-pointréfbee, those networks are char-
acterized not only by a rich scattering propagation envirent but also by requirements
for adhoc and peer-to-peer (P2P) communications. Thirlegjuirement has a significant
impact on systems design, since the signaling schemes muesbhbst to strong impulsive
interference (from nearby interferers) as shown in Fig. \érédwe show a small network
consisting of 2 transmitter-receiver pairs. The receivindes are both far from their respec-
tive transmitters and suffer from strong interference. dntcast to CDMA networks with
a basestation/mobile topology, UWB adhoc networks wileljknot benefit significantly
from centralized or distributed power control resultingekireme near-far interference.

Here we show a small network consisting of 2 transmitteeire pairs. The receiving
nodes are both far from their respective transmitters affférsiiom strong interference.
In contrast to CDMA networks with a basestation/mobile togg, UWB adhoc networks
will likely not benefit significantly from centralized or difouted power control resulting
in extreme near-far interference. The purpose of this sisidy investigate the suitability
of UWB signaling techniques for such networks, and to deii@erthe achievable rates as a
function of the density of the network, channel bandwidtd propagation characteristics,
and SNR.
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‘ =Q ‘ transmitter
LN )/ Q receiver

Q )/ ——  desired signal
\. U, ---- interference
Fig. V-1. Peer-to-peer Network

The use ofn-ary PPM can be extented to the case of multiple-access netwSimilar to
direct-sequence spread-spectrum, the data modulatigiopssare further modulated by an
n-ary sequence (known agiene—hopping sequengcéor mitigating inter-user interference
in a multiuser setting [17].

In the literature, the impact of multiple access interfeezan UWB signaling has been stud-
ied for systems using coherent receivers. Modeling theridoniton of the agregate interfer-
encéto the received signal as a Gaussian process, the perfoeno@inuultiple access(MA)
UWB systems, in terms of bit error probability, has been igidor different multiple ac-
cess and modulation schemes [17], [76], [67], [68], [69h&tworks, [71], [72], [78], [77],
[74], considered the performance of MA UWB systems, in teofnachievable data rates,
for various multi-user synchronization scenarios. Thecatfof multiple-access interference
on the spectrum of the received signal has been investigaté®b] and [75]. Lately, the
validity of the Gaussian opproximation of the interferepcecess was questioned [79] and
more precise evaluation of the probability of error was @ernied [65], [70], [73]. Numer-
ous papers tackled the problem of designing multiuser deteschemes for UWB multiple
access systems.

In our work we consider decentralized networks which we m&sto be time-synchronized
for simplicity of the analysisOn—offsignaling is used as a combined channel coding and
multiple-access scheme. The impulsive natur®pf-offsignaling has several advantages.
First, it overcomes the near-far effect in the same maneuércy-hopping radio does. It
also allows, each node, when not transmitting, to sensetthenel and receive data from
other nodes. Given the low transmission duty-cycleQofoff signaling, each node can
correctly receive the data adressed to it with high profighilithout the need for assigning
dedicated slots for reception. Therefore, this signalicigesne allows for a more efficient
duplexing of transmitted and received data which rendedeaate for adhoc, sensor and
mesh networks.

YFrom all the interferers
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Here we characterize the achievable data rates in intedeneetworks. We concentrate on
systems using non-coherent type of receivers. We deriverugppd lower bounds on the
achievable data rates. We first consider a genie-aidedveroshose performance stands
for the upper bound. Then we introduce a, threshold basedtipal receiver whose per-
formance, as well as the one of a quantized version of it,adyaad and stand for a lower
bound.

A  MULTIPLE ACCESS CHANNEL MODEL

We consider a general wireless peer-to-peer network usiv@ dignaling in a multipath
fading environment. We assume that the network containangeently@ transmitters. Let

1 be the index of the desired transmitteFhe considered channel model is a generalization,
to the multiple-access case, of the block fading channekingkd in chapter (I1). We again
considerOn—offsignaling as introduced in II-1. The received signal dutimgkth symbol
duration, is written as follows

Q (q)

Ej

r(t) = Zugﬂ ; p(t— kT — 7o) * WP () + 2(t), t€[(k— DTy, kTy). (V-1)
g=1

whereu,(f) is the transmitted symbol by usey h,(f) (t) its corresponding channel impulse

responsg, 7, (resp.Eﬁq) = P,T,) its corresponding asynchronous transmission time (resp.
received energy), ane(t) is a complex additive white Gaussian noise with power spectr
density Ny. it is assumed that the different users signals are loosglghsonized in the
network, at least so that the duration of a typical channgluilse responsel]) includes
their asynchronism.

Again, through a karhunen-Loeve expansion we rewrite tranicdl model in (V-1), for
each symbol timé as the equivalent set of parallel independent channels

M Q [
EW N, B9\ .
O ue S Tu,(j)h,(j) + o i=1,...,D (V-2)

i

q=2
when performing the expansion in (V-2), we assume that tlaamdls from all the trans-
mitters to the receiver, have the same output signal-spgeevalue profile{ A1, ..., Ap}.

2usersg = 2. .. Q are interferers
Bh,(f) (t) is the impulse response of the wireless channel linkingitiar ¢ to the receiver
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Fork =1,...,N, letry, = {r1,...,rep}k (A, i=1,....D; ¢=1,...,Q} and
{2k, i=1,...,D; ¢=1,...,Q} areindependent zero-mean complex Gaussian random
variables, of variance respectivelyand V.

B GENIE-AIDED RECEIVER - UPPER BOUND

In order to have a first intuition on the impact of the multius¢erference on the achievable
data rates of the pair of user of interest we first look at thgpker configuration depicted in

(V). We constrain the users to the useQrfi—offsignaling transmission strategy. Ignoring
the constraints on data rate from the point-of-view of theeheer 2, we can show that

a decoder using knowledge of codebooks of both the desiggthlsand the interferer is

governed by the following rate region

RO < e o)

RM + R® < Ti I(ug u?s oY) V-3)

S

R (resp. R™?) is the transmission data rate between transmitter 1 (reapsmitter 2)

and reveiver 1 (resp. receiver 2). This region reflects tHaence of the data rate of user

2 on the achievable rate of user 1, when it is considered atidble” interference. It is
most meaningful in the case of very strong interference revine first decode the interferer
(provided R < I(u,(f);f,(:))), and then decode the desired signal. The rate of the desired
user’s signal is

TV 70 @)

Up 3T 5 Uy
= (i)

= (1= IV = 0) 4+ 1@ P = 1) (v-4)

R

IN

In the case of very strong interference, the second termeofrthitual information in (V-

4) will be negligible.We see therefore, that the influencehefinterference is a reduction
in throughput by a factot — 7. To achieve this throughput, however, knowledge of the
interfering positions is required.
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We come back now to the general case (V-1). The achievalas wathout complete channel
side information at the receiver, of transmitleris given byl (u'; {r}). This is difficult to
compute numerically but is upper-bounded as

1
7 e < 1w ) (n?, a=2,..,Q))
= I, g=2...Q)  (v§)

This upper-bound is interpreted as a genie-aided receitilerhas acces to the symbols of
the interference but not their channels. As a result it castrgp out the interference but
it knows where it occurs and thus can use this informatiorhéendecoding process. This
is also an upper-bound on the achievable rate With-off signaling for the non-coherent
receiver which can decode the interferers with receivedadigtrengh stronger than the
desired signal.

The achievable rates for the genie-aided receiver can verstwbe given by

L 1, g=2.....Q}) = —~FEF |nlog (n+(1 - 1 B
Ts k WLk ks 4= 4.+, - Tsay nlog {n niZl 7]N0—|—]€E;)\Z

Elx,
—ydiag| ——s2 |yH
() )

Ui

D El),
Hi:l (1 t nNo+kE.\;

, -1
. NNg+kE )\ H
g(dmg(l—kiE;)\is >> Y
e (V-6)

+ (1—=mn)log | (1—-n)+

Wherey is a zero mean complex Gaussian vector with variance eqtia identity matrix.

ap = ZqQZQ u,(j) is a random variable that represents the number of actiegfanes (i.e.
transmitting a pulse) during thiegh symbol time. In (V-6), and througouht the rest of this
chapter, we assume that all the interfers have the sameedoanergy per symbol that we
noteE; =FE2=...= EY; this corresponds to a situation where a perfect power gbntr
is performed. This average mutual information can be efiigfecomputed numerically.
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In the noise-limited region this achieved by numerical gné¢ion and in the interference-
limited region by Monte-Carlo averaging.

C THRESHOLD DETECTION - LOWER BOUND

In the previous section, we upper-bounded the achievalderdee ofI(u,(j);gk) by the one

of the genie-aided receiver which has access to the tramshsigmbols by all interferers. In
practice this could be achieved using a threshold rule oreiteiver output, which is chosen
so that the probability of detecting the presence of strowgrfierence (and thus declaring
an erasure) is very close to 1 when an interferer is transgpitt

In order to obtain a lower bound oﬁu,(j);gk) and at the same time evaluate achievable
rates of simple receivers, we note that

I(ul(cl)3£k) > I(u;dy) (V-7)
where
7l Xk
b = [ — R [ R
i=1 No (1 + ?]XO) i=1 No (1 + TZEJXO)
= el (ek < f) (V-8)

with I(.) being the indicator function angla threshold to be optimized. The lower bound in
(V-7) is guaranteed by the data-processing inequality. [BRjte that this receiver is equiv-
alent to the ML receiver in absense of interference (lI-18ims to approach the optimal
performance when the interferers active positions areepyfknown to the receiver (V-6);
The erasor behaves as an interference detector and pragluestimate of interference po-
sitions state information. This estimate is asymptoticgdtimal for increasing interference
strenghtF.. If interference strengtl, is smaller than/or on the same order of the strength
of the signal of interest;, the erasure allow controlling interference jams (sirmétaus
interference from several interferers).

C.1 Quantized threshold receiver

In practice, and in order to reduce the receiver's completite received energyy, is
qguantized when no erasure is declared (see figure C.1)g-bite quantizer contains = 29
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Matched €k bit i O i
: -bits Quantizer
Energy receive 9 Q Decoder

1=

=

Fig. V-2. Quantized threshold receiver block diagramm

quantization levelq!/y,...,l;—1} in addition to the erasure status termEd= [;. The
quantizer outpuby, is equal td;, ¢ =1,..., L if the inputey is within the rangéty, tx1].
Where the quantization thresholtjsare defined such that = 0 andt; = &.

.OkZE
.OkzlL
ukzl
uk:O.
.Ok:l2
.Okzll

Fig. V-3. DMC equivalent channel model

From the perspective of the decoder, using the metrics abtlyut of the receiver de-
scribed above, the communication channel relating thesinéted data symbols;, to the
quantizer's output variables, is a descrete memoryless channel(DMC) (see figure C.1).

Letting the number of quantization levels grow to infinityetquantized threshold energy
detector converges to the unquantized threshold receitreduced in (V-8).
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C.2 Extreme case: 2-level threshold receiver

The other extreme case consist of usinglat quantizer

D 2
|Tk7i|

i=1 No (1 + "*JX‘;

)

This detector is a then a simple energy detector followed drg-decision decoding and
would model a minimalistic low-power UWB receiver which doeot use an analog-to-
digital converter. it would consist simply of filtering, alifjzation, and a square-law device
such as &chottkey diode in addition, the decoding algorithm would also operate on a
binary alphabet which could potentially reduce implemgoatacomplexity.

dj = | <¢ (V-9)

C.3 Ergodic achievable rates

The lower-bound is the capacity of a binary-input discraemoryless channel with transi-
tion probabilities depending apand¢. Conditioned on the interference level, the detected
energy.ex, is a quadratic form of complex Gaussian random variables

s>\i
1
= rjdiag ry!
Ny <1 + 77*3\70)
=yl (V-10)
N (akE;+ukE5)Ai
whereI’ = diag OJ;VO (Hn*NO) = diag (v;(ax, ux)) andt, a zero-mean random

EgsX;

Gaussian vector such that[tf¢, = I]. Conditioned on the number of active interferers
a, and the transmitted symbal., the probability density function aof;. is then written as
follows ([35],[36])
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P. (¢ ) = Pr( t|ay) zD: ViD_z(akauk) < t >
A, Ug) = Fri{€g = 1|ag) = exp| ————
* — Hle (vi(ak, ug) — vj(ak, ur)) vi(ag, uy)

JF

2

(V-11)
Therefore, the transition probabilities of the considedC, conditioned on the number
of active interferers, are as follows

Ponlay) = Pr(op =lnlux =n,a;) n=0,1;m=1,...,L—-1

= Pr (tm <ep < tm+1|uk = n,ak)
tm+1

_ / P, (tlag, n)dt
t

=tm

2 Vz‘D_l(ak>n) tm tm-i—
= Z 1) exp| —— | —exp | — )
= | L2 (ilak, n) — vi(ag,n)) vi(ag,n) vi(ag,n
JFi
PE|n(ak) = Pr (tL < ek\uk = n,ak) n = 0, 1

+o0o
= / P, (tlag,n)dt
t

=tr,

D D—1

_ v;' (ag,n) exo [ — tr, V-13
; [T (vilar,n) — vj(ag,n)) p< Vi(akv”)> (13)
JF#i

The average mutual information between the transmittedosy@nd decision variable is
then given by

1
I'(ugsop) = —=FE

L Pt
P, 1o o >
T o 77”; mf1 082 <77Pm|1+(1—77)P 0

L
Pm\O
1-— Pl
" ( n)rnz::l (0 082 <77Pm|1 + (1 - n)Pm|0>

(V-14)

ay, is distributed according to a binomial distribution. Thdiogpzation ofn and the quanti-
zation levelsf; I = 1,..., L must be done numerically.
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D RESULTS

We numerically evaluate the mutual information expressiderived earlier in this chapter.
We again numerically optimizg. Figure V-4 shows the mutual information, versus the
SNR, for different values of the number of active interferefwo settings are considered:
the first one correspond to the case where all the interfersigmals, received by the user
of interest, have the same SNR level. This can be achievddapitimal power control.
The second correspond to the case where interference sigaa a 10 time higher SNR
level. In both settings the achievable data rates are nettaffl by the presence of number
of interferers as high as 50, for SNR values lower than 70dis & explained by the fact
that in this SNR region, the probability of transmissipim absence of interference is low
enough so that the probability of suffering any interferesigcalmost null.

10 b
10°F
Bits/s
10°F
Soft interference E_=E.
4 S S
10
— - — - — | Strong interference E’S=10ES

40 50 60 70 80 90
SNR (dB)

Fig. V-4. Achievable data rates of genie-aided receiver=50dns, W=1GHz. Number of
interferers, from top to bottom: 1,5,10,20,50.

Figure V-5 shows the performance of the proposed practicakhold receiver. The figure
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shows the impact of the number of quantization levels on gropmance gap between the
quantized threshold receiver and the genie-aided receiliese performance is an upper
bound on the performance of any practical receiver. We caritss surprisingly the two-
level receiver performs significantly close to the perfonce of the genie aided receiver.
We can also see that adding an extra quantization level bthgperformance of the pro-
posed receiver very close to the optimal one which suggeatgtie later receivers are well
adapted to the considered setting.

I

10’ a

10°F

10° 3

10* 3

Genie—aided receiver

10° 2-level quantized threshold receiver E
; — — — 3-level quantized threshold receiver ]
il | | | | | | | | |

30 35 40 45 50 55 60 65 70 75
SNR

Fig. V-5. Achievable data rates of genie-aided versus ageththreshold receiver. Td=50
ns, W=1GHz, 1 strong interfereE’; = 10E;
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CHAPTER VI

Code Constructions for On—off Ultra-wideband
Systems

In considering signaling strategies for Ultra-Wideband\(B)) systems, we evaluated, in
chapters (I1) and (lll), the achievable rates for non-cehérdetection of UWBOnN—off
signals. Although significant loss in information rates gamed to AWGN channel can
be expected due to the extreme bandwidth (even for the loatrgphefficiency associated
with proposed UWB regulatory constraints on bandwidth amaey), losses with respect to
coherent detection with incomplete side information (neperfect channel estimation) are
small. The savings in terms of implementation complexitythus justified from a practical
standpoint.

One particular way of implementin@n—off signaling is the concatenation of a channel
code withm-PPM modulation (herey = 1/m). This was considered for memoryless
(rapidly-varying) Rayleigh fading channels in [92]. In [2Be design of channel codes for
non-uniform input distributions was considered for menhesy channels.

In this work we consider suitable coding schemedlash-signalingwith non-coherent de-
tection over a UWB channel. Such a coding scheme needs bemaedyigrinput,asymmetric-
output distribution binary code in order to correctly matich optimal input distribution for
a given SNR. In the following we make the choice of enforcihg tonsidered code con-

lin the sense that the receiver has no channel side informatithe underlying wideband channel process
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structions to be of the form of binary symmetric-output cedacatenated with am-ary
Pulse Position Modulatiom{-PPM). The motivation for such a design choice is that design
ing binary codes with an asymmetric-output distributiomas a simple task. Furthermore,
the use of binary symmetric-output distribution codesvedlas to employ powerful opti-
mization methods already developed in different conteXise remainder of the chapter
is organized as follows. The main goal of this work is to pnessde constructions for
m-PPM modulation and examine their ability to approach ckehoapacity over an UWB
channel with no channel state information at receiver ssgetion Il deals with the underly-
ing system model for transmission and reception as wellashhnnel model. In section 11l
we derive and evaluate BICM constrained capacity over UWdhakl. Section IV contains
the description of the presented codes as well as their @atimn methodology. Finally in
section V we discuss the considered codes performancenis tefr decoding convergence
thresholds and bit error rates.

A CHANNEL MODEL

We consider Non-coherent-PPM signaling for an Ultrawideband system as a special case
of the previously introduced flash-signaling (VI-1). EaehPPM symbol,z;, corresponds
to choosing one out ofz symbol times, constituting a PPM frame, in which to emit the
transmit pulsen(t). = € {1,...,m} is simply the position within the PPM frame where the
pulse is transmitted. We restrict our study to strictly tiimeited memoryless real-valued
signals, both at the transmitter and receiver. We consididock fading channel model so
that the channel impulse response is time-invariant in ai@yval of [k T, (k+1)T.), where

T. is thecoherence—timef the channel. We denote the channel in any blocky) which

is assumed to be a zero-mean process. For simplicity in thlytaoral developments, we
assume that the channel realization in every block is intlégret and identically distributed,
so thatE[hy (t)h(u)] = Ry (t,uw)dk, whereRy, (¢, u) is the auto-correlation function of the
channel response in a particular interval. The receivetbsig

N
r(t) = Z vVmEgp (t — (kxm+ xk)Ts) * hi(t) + 2(t) (VI-1)

k=0

wherek is the symbol indexTs the symbol durationF; = PT, the transmitted symbol
energy,z;, is the transmitted symbol at time p(¢) is a unit-energy pulse of duratidfj,,
andz(t) is white Gaussian noise with power spectral denaigy A guard interval of length
Ty is left at the end of each symbol (from our memoryless assomygo thatl, > 7,,+ 1},
and the symbol interval;, < T.. The received signal bandwidil is roughly1/7,,, in the
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sense that the majority of the signal energy is containeligfinite bandwidth.

Through a Karhunen-Loéve expansion we rewrite the chanodkl in (VI-1), for each slot
n (of durationTy), as the equivalent set of parallel channels

Tni = VmEN+z,i=1,..,00

r, = {rmi,.---sTn.D} (VI-2)

wherez; is N/ (0, Ny) and{h;} are unit variance zero mean independent Gaussian variables
The{\;} are the solution to

Ty+T,
Nbi(t) = /0 Ro(t, w)i (). (VI-3)

where¢; and R, (t,u) are the eigenfunctions and the autocorrelation functiothefcom-
posite channeh (t)*p(t), respectively. Because of the band-limiting nature of thenoiels
in this study, the channel will be characterized by a finitenbar, D, of significant eigen-
values which for rich environments will be close o+ WT}, in the sense that a certain
proportion of the total channel energy will be containedhaseD components. we will
assume that the eigenvalues are ordered by decreasindudapli

We noteR,, the received signal corresponding to ffth transmitted PPM symbol

Ek = {fm(k—l)—&-lv s afmk} (VI_4)

B CODING SCHEMES

B.1 BICM

Our reference coding scheme, will be a standard convolattioode used in Bit Interleaved
Coded Modulation (BICM) construction. The encoder is aledi by the serial concate-
nation of a convolutional code and m-ary PPM modulationpugh a bit interleaver fig
(VI-1) (the accumulator we can see on the figure will be addéetr). Here the interleaver
is assumed to be an ideal one (i.e. of infinite depth). Thenmieg information bits are first
encoded with the convolutional code and passed throughratdiiteaver. The coded bits are
then grouped into sequencesmobits each and finally mapped onto corresponding PM
symbols and transmitted over the channel. The bit integleasn be seen as a one-to-one
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correspondence : k — (k' i), wherek denotes the time ordering of the coded hits
k' denotes the time ordering of the signals, andi indicates the position of the hij, in
the label ofz,,.

Capacity

We compute the constrainedapacity of BICM construction over the considered channel
A. Note that here the capacity by allowing the convolutiooadle in figure (VI-1) to be
replaced by any possible binary code. In the following wepdiotime indexk in (VI-4)

for a better clarity of mathematical developments. Lettid@R|z) denote the transition
probability of the transmission channel, the capacity ef¢bnsidered system, in bits per
second, can be written as follows [96]

>, P(&]z)

A 1 = zEX
= — F |1 —_ VI-5
C=m ™ B e | S pan Vo)
- zEXg

where)(b" denotes the set of codewordswhoseith label position is equal té.Due to
the symmetry of m-PPM modulatiod] is not sensitive to particular choices of the label-
ing function (that maps bit sequences onto m-PPM symbolsusT can be rewritten as
follows

>. P(R|2)
o = 1 1— E |logy | 222
Ts bR Y. P(R|?)
zEXbl
A > P(2)
z€X,
— [ 1-—=—5S"F |log, |1+
.| L || TS P@ER)
= zeXll
>. P(Rl?)
+ B g, 14255 (VI-6)
Rz | > P(R|z)

zeXol

2Constrained to the use @i-PPM modulation
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the channel transition probability is given by

D 1 |2
P(R — T mEs N+ N
(E2) 21;11 mE\; + Noe ’
m D 1 _‘7'j,i|2
_ N -
[T11 e (VI-7)

j=1i=1
J#z

Thus, exploiting symmetry of the channel transition pralitgtand making the assumption
thatm is an even number, we re-write as follows

. 1 1 S™/2 p(R|z)
C = —|1-= E |logy |1+ ===
Ts < 2E|w:l ? < Zz:(m/2)+1 P(E|Z)
1 T (my2)+1 P(B2)
4 - E l|log, |1+ 2D B (VI-8)
2 Bla=1 .2y P(R2)

Using (VI-8) and (VI-7) we can numerically evaluate On the other hand the capacity of
non-coherent UWB channel constrained to the use-#tPM (Coded modulation capacity)
is given by

— (VI-9)

B.2 Convolutional Code+Binary Accumulator

In order to obtain a more powerful coding scheme, we explorthis section a new con-
struction figure (VI-1). The construction is obtained byigeroncatenation of the previous
encoder and a unit-memory binary accumulator followed bit aterleaver. The accumu-
lator sums the incoming bit(c;) with the previous output bitd;_1, in order to produce
the new output bitl,. The accumulator is rate one code, thus the overall coditegofethe
proposed scheme is equal to the coding rate of the convoaltmdeR,.

Decoding

Decoding is performed in an iterative manner. At each itemathe two decoder blocks
(VI-2) exchange extrinsic information an recompute sofipats on the coded bits. The
decoding schedule at each decoding iteration is a two-steegs: i) first, the inner decoder
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Binary L Binary
: m-PPM
Source [ Code
Outer Code

Encoder

Fig. VI-1. Transmitter block diagram.

P(L|7)| \nner Decoder Pr(cy), Iy, £! " Outer Decode
(BCJR) m (SISO Module)
Po(cy), 10, LY

Fig. VI-2. Decoder block diagram.

uses the likelihood$ (¢ ), obtained from the outer decoder at the previous iteratierg
priori probabilities on the coded bitg in order to marginalize, using the BCJR algorithm,
the likelihoods on the transmitted symbélsy (R,,|x,,); obtained through the transmission
channel and compute new likelihoods on the codedditsi) Second, the outer decoder
uses the new likelihoods?; (cx ), computed by the inner decoder in order to produce at its
turn new likelihoods on the coded bitg. For the first iterationPy (¢ ) are initialized with
equiprobabilities. At the end of the decoding process, titeracode makes hard decisions
on the information bits.

B.3 m-Ary Accumulator

We now replace the bit accumulator (and the bit interleasowing it) in the previous
scheme by a weighted unit-memory symbol-level accumuligor(VI-3. The incoming
symbol u; is added to the previously transmitted symhgl ; multiplied by a factorf.
Note thatu;, x;, f, as well as the sum and product operations are defined @¥&r,).
Througouth the paper will be chosen to be equal ta. Again the overall coding rate is
equal to the code rate of the convolutional code, since thdsyaccumulator is a rate one
code.
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Binar ‘3 ) . u,) 3 T
y | L O L sp . ! m-PPM
Source 3 Code ‘ m-ary I

Encoder
Fig. VI-3. Transmitter block diagrami-ary Accumulator .

Exit Chart Analysis

Given the code construction, presented in this section,camestill optimize the perfor-
mance of the code by making adequate choice of the convoaiticode component. In
order to perform this optimization over the set of all nomgeigerated convolutional codes,
we analyze the behavior of the concatenated code in the divitfinite block lengths.
The analysis is performed using exit charts of the code comms taken separately. The
exit chart of a block code is defined as transfer functiothat gives, for a given extrin-
sic input mutual informatiory;,,, the corresponding output mutual informatiég,;. I;
(respectivelyl,,;) is the mutual information between the likelihood receiyegbpectively
emitted) through the extrinsic channel and its correspandoded bit. In the following we
notel r,, (respectivelylp) such a quantity over the directional extrinsic channatftbe in-
ner decoder toward the outer decoder (respectively fronotiter decoder toward the inner
decoder)

= 1 (c;, £
lo = 1(c;, L?)

We associate to each decoding block an exit function asasllo

Inner decoder: lo=f (i, Lon) (VI-10)
Outer decoder: I, =g (o) (VI-112)
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Thus the iterative decoding process converges (i.e. aghiewror free decoding) if and only
if
x<g(f(z,Log)) Vxe€[0,1) (VI-12)

This condition prevents from having any fixed point, otharth = 1, for the function
x+— f(g(x),Lom). Note that the existence for such a fixed paiptvould mean that, if
the decoder is initiated at a point lower thag the decoding will stick at this point and thus
do not achieve, = 1(i.e. do not achieve error free decoding). For the seek diitbdiy of

the estimation of functiong(.) andg(.), we make the assumption that the extrinsic channel
is a Gaussian symmetric channel. Which implies h8fc;) = 1(—1)% £ andP"(¢;) =
$(—1)%LI" where£{ and£I™ are Gaussian distributed variables with mean respectively
1@ andp!™, and variance respectivedy,© and2y/™(from the symmetry assumption).

lo (respectivelyiy,) is linked touo (respectivelyur,) through the following bijection re-
lationshiplp = J (no) (respectivelyiy, = J (urn)). WhereJ is an invertible function
defined as in [97]. We compute the exit functions through Mddarlo simulation. For a
given input mutual informatiofy,, we generate iid input log-likelihood rati(lg;”t according

to its corresponding symmetric Gaussian distribution. iTfog each of them we compute
the output log-likelihood rati€"* using the BCJR algorithm and obtain the output mutual
information as

1
=1 2 ()

1 Lout Lout
Tog(2) cout | 1+ €L

“log (1 n eﬁ‘”“t)] (VI-13)

The code optimization procedure consist on picking, amdngt 1/2 convolutional code
generators, the one that achieves, the lowest, necessasntitted SNR per bit for error
free decoding.

B.4 Extension:IRA Codes With a symbol Accumulator

In this section we introduce an extension to the previousrseh(B.3) through the replace-
ment of the convolutional code by an irregular non-syst@mapetition code. This mod-
ification aims to allow more degrees of freedom to the coderopation for a potentially
better matching to the used modulation and channel statistihe irregular repetition code
is characterized, from its Tanner graph representatiord}yby its information bits edge
degree distributiod \; } and grouping facto#. Where); is defined as the fraction of graph
edges connected to a bit node of degieequal toi. We denoted the maximum edge
degree. Thu§ %, \; = 1.
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i a :

- dx >¢
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Fig. VI-4. Irregular repetition Tanner graph.

The overall coding rate, of the concatenated code, is equabding rate of the irregular
repetition code and is given by

d
Ro=a) X\fi (VI-14)
=2

Code Optimization

The degrees of freedom of the considered coding scheme eiafdrmation bits degree
distribution{\;} and the grouping factar. Thus, code optimization consist on finding the
combination of{\;} anda that maximizes the code rate for a given SNR under the condi-
tion that the iterative decoding converges and is error. fi&fe use the code optimization
methodology introduced in [94, 95]. The exit function of #iecumulatorf(.) is obtained
using the same method and assumption as in (). Given théveetamplicity of the graph

of a repetition codey(.) can be analytically derived, using the same method as in §9id
shown to be written as follows

d

g@)=> NI ((-1)T " (1-T (e -1)T (1 -2)))) (VI-15)

i=1

We solve the linear programming problem

SEoXi=1, N >0 Vi (VI-16)

{ maximize R, =aY % ,\;/i subjectto
x < g(f(z,Lem)) Yz el0,1)
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C OPTIMIZATION RESULTS AND SIMULATIONS

All simulation and code optimization results were obtaif@ch pulse duratioff};, = 1le—9s
and channel delay spredy = 25¢ — 9s. Figure (C) shows code optimization results for
the IRA type of codes with am-ary accumulator forn-PPM modulation sizes equal to
4, 8, and 16. The maximum bit degrdewas taken to be equal t)0. The optimized
codes achieves convergence thresholds as close as 0.3dndBh& capacity limit. We note
that the coding rates, corresponding to the distributioti \awest convergence threshold,
have values around .5 which is in-line with the result, onratl coding rate, from the
capacity analysis of m-PPM. In figure (C) we see a comparigaoivergence threshold
of the considered coding schemes, for different modulasiae values. We can see that
the use of then-ary accumulator, instead of the binary one, reduced thardis to the
capacity limit by about 0.5 dB. Figure (C) contains bit errates of the considered code
constructions, obtained by simulations for block codesGfiQD bits and using randomly
generated interleavers. We notice a gap, on the order of belf3yeen the convergence
thresholds obtained by the exit chart analysis and thoseraat by simulation. This means
that randomly generated interleavers are suboptimal Kfisridlock size) and thus need to
be optimized. Note also that the use of the Gaussian appabximof the extrinsic channel,
usually lead to slightly too optimistic results [94].

\ | m=4 | m=8 | m=16 |
7 i 7 i 7 i
3 1 0.1194( 3| 0.0837| 5 | 0.1370
4 | 0.5260| 4| 0.1132| 3 | 0.1662
9 | 0.2098|| 6 | 0.4681| 5 | 0.6013
10 | 0.1448]|| 7 | 0.3349| 10 | 0.0955
a 2 3 6
Rate 0.4182 0.5462 0.5746
Eb/Ny 9.76 8.06 7.29
(Eb/No)gap 0.44 0.37 0.41

Fig. VI-5. Decoding Thresholds for IRA with an-ary Accumulator

D CONCLUSION

We considered coding schemes for non-coheftash-signalingover Ultra-wideband chan-
nels. Different code constructions were proposed and dgenusing an exit chart based
methodology. The performance of proposed codes was thesumeghusing both an exit
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Block Length=10000 Td=25e-9 Tp=1e-9, from right to left : m=4,8,16,32,64
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Fig. VI-7. Decoding simulations
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chart based analysis and Monte Carlo simulations. The opthnwere shown to perform
close to information-theoretic limits.
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