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APSK CODED MODULATION SCHEMES FOR NONLINEAR SATELLITE CHANNELS
WITH HIGH POWER AND SPECTRAL EFFICIENCY
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A new class of 16-ary Amplitude Phase Shift Keying

(APSK) coded modulations deemed double-ring PSK mod-

ulations best suited for (satellite) nonlinear channels is

proposed. Constellation parameters optimization has been

based on geometric and information-theoretic considera-

tions. Furthermore, pre- and post-compensation techniques

to reduce the nonlinearity impact have been examined.

Digital timing clock and carrier phase have been derived

and analyzed for a Turbo coded version of the same new

modulation scheme. Finally, the performance of state-of

the art Turbo coded modulation for this new 16-ary digi-

tal modulation has been investigated and compared to the

known TCM schemes. It is shown that for the same coding

scheme, double-ring APSK modulation outperforms clas-

sical 16-QAM and 16-PSK over a typical satellite nonlin-

ear channel due to its intrinsic robustness against the High

Power Amplifier (HPA) nonlinear characteristics. The new

modulation is shown to be power- and spectrally-efficient,

with interesting applications to satellite communications.

INTRODUCTION

Despite the growing fiber capabilities to carry ultra-high

speed digital information, satellite communications un-

doubtedly still represent a big success thanks to its capa-

bility to broadcast digital multi-media information1 over

very large regions or to complement lack of terrestrial in-

frastructure. This is the case for satellite news gathering

systems linking mobile TV stations to the central produc-

tion facility1 or the emerging multi-media satellite systems

under development.2 In the search for power and spectral
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efficient modulation able to suit next generation communi-

cation satellite requirements two main directions can be en-

visioned; development of highly efficient coding schemes

based on the turbo principle supporting variable coding

rates, and efficient coupling with multi-dimensional modu-

lations suited to the satellite nonlinear channel.

It is well known that for satellite channels the con-

stellation 16-QAM (Quadrature Amplitude Modulation),

although providing twice the spectral efficiency of the

widely used QPSK (Quadrature Phase Shift Keying), suf-

fers greatly from satellite amplifier nonlinearity effects.

Trellis coded (TC) 16-QAM has been adopted for high

speed satellite links (e.g. TV contributions see1) at the

cost of higher operating link signal-to-noise ratios (Eb=N0

increase of typically 4-4.5 dB) and a larger operational am-

plifier output back-off (OBO) (typically 3 to 5 dB). The

current demand for bandwidth efficient high-speed satel-

lite communication links calls for the development of more

effective alternatives to 16-QAM. In the following a very

power and bandwidth efficient 16-ary coded modulation

for nonlinear (satellite) channels dubbed 16-APSK is in-

troduced and its performance analyzed.

CONSTELLATION OPTIMIZATION

In this section, 16-ary double ring PSK modulations are

described, and its parameter optimization performed. It

has been observed that 16-QAM suffers from severe am-

plitude and phase distortions due to the satellite Traveling

Wave Tube Amplifier (TWTA) nonlinear characteristics.

The effect is even more evident for general M-QAM con-

stellations, withM > 16. As already noticed in,6 when

the High Power Amplifier (HPA) is driven close to the sat-

uration point, it tends to compress the 16-QAM squared

constellation onto a ”double ring” constellation, i.e., a con-

stellation composed by a 4-PSK lying on the inner ring and

(non uniform) 12-PSK lying on an outer ring. This is due

to the saturation of the amplifier output, which compresses

1 OF 11

AMERICAN INSTITUTE OF AERONAUTICS AND ASTRONAUTICS PAPER AIAA 2002-1861

20th AIAA International Communication Satellite Systems Conference and Exhibit
12-15 May 2002, Montreal, Quebec, Canada

AIAA 2002-1861

Copyright © 2002 by the American Institute of Aeronautics and Astronautics, Inc. All rights reserved.



the external points of the 16-QAM constellation towards

a constant amplitude ring. The post-compensation in the

trellis decoder metric calculation proposed in6 although no-

ticeably improving the BER performance does not allow to

avoid the losses due to the distorted constellation shape.

Theidea developed here is to jointly optimize the trans-

mitted signal constellation, taking into account the non-

linear channel nature together with the potential demod-

ulator performance improvement through modulation pre-

distortion.

As depicted in Fig. 1, we define aN1 +N2-PSK modu-

lation as a double ring PSK modulation whereN1,R1,N2,

R2 are the number of points and corresponding radii of the

inner and outer rings respectively,� = R2=R1, ' as the

relative phase shift between both PSK constellations, and

N1R2
1 + N2R2

2 = 1 is the unit energy normalization con-

dition. The above double-ring complex signal envelope
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Fig. 1 Parametric description of double ring 16-APK con-

stellation 4+12-PSK:N1 = 4,N2 = 12, � = 2:7 and' = 15.

expression in time domain is:

~sTX(t) =
p
P

1X
k=�1

R( k) exp [| k] gT (t� kTs) (1)

where P is the signal power,R( k) 2 fR1; R2g
is the constellation signal amplitude alphabet, k 2
f	1

1; � � � ;	1
N1
;	2

1; � � � ;	2
N2
g with N1 + N2 = M is the

constellation phase alphabet,gT (t) is the transmission fil-

ter impulse response andTs = T
0

b log2M is the channel

symbol duration whileT
0

b = Tbr is the coded bits duration,

beingr the coding rate andTb the bit interval of the infor-

mation source. In particular the following relation between

the phase alphabet and the ring amplitude holds:

R( k) =

(
R1 for  k 2 f	1

1; � � � ;	1
N1
g

R2 for  k 2 f	2
1; � � � ;	2

N2
g (2)

Constellation parameters optimization can be done by

following two different approaches. The first and most

intuitive way of looking at the problem, implies the com-

putation of all the possible distances between all different

pairs of points, determine theminimum distancedmin as

function of� and', and determine for which� and', dmin

is maximal. This approach, however, does not take into ac-

count the whole constellation geometric properties. The

performance, in a general case, does depend on the set of

all distances between pairs of constellation points, not only

the minimal, and therefore, a more general approach should

be envisaged. A well-established result from Information

Theory is the channel capacity, which, for a given mod-

ulation, provides the maximum achievable rate for which

transmission is possible with vanishing error probability.

In particular, the capacity of two dimensional APSK

constellations over a band-limited AWGN channel with no

inter-symbol interference will be optimized as a function of

N1,N2, � and',

(N1; N2; �; ')opt = arg max
N1;N2;�;'

C(N1; N2; �; '): (3)

In the case where we use a specific modulation con-

stellation, namely a set ofM complex numbersak; k =

1; : : : ;M , the channel capacity becomes,4

C = log2M � (4)

�
1

M

M�1X
i=0

E

"
log2

M�1X
j=0

exp

�
�
jai + n� aj j2 � jnj2

N0

�#

where,ai andaj are the complex signal representations of

two constellation points, with average signalEs, andn is

a complex noise random variable with varianceN0=2. The

channel symbol SNR in terms of the capacityC and the

average energy per bit to noise spectral densityEb=N0 is

Es=N0 = C(Es=N0)Eb=N0.

Parameter optimization is done by computing the chan-

nel capacity for a givenN1+N2-PSK modulation as func-

tion of � and', which for the 4+12-PSK case, gives the

capacity surface shown in Fig. 2. In this case ,over AWGN

linear channel, the capacity is optimized by� = 2:7. It

was also shown that there is little sensitivity to the relative
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inner/outer ring phase offset'. Another interesting candi-

date is the so called 6+10-PSK (N1 = 6, andN2 = 10),

for which the optimum is� = 2:21.5
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Fig. 2 Capacity surface for 4+12-PSK as function of� and'.

The curves of channel capacity for the optimized 16-

APSK modulations are shown in Fig. 3, where it may be

observed that the capacity bounds for 16-QAM, 4+12-PSK

and 6+10-PSK are very close for the AWGN linear channel.

Taking into account the previous discussion, we can ex-

pect that 4+12-PSK or 6+10-PSK modulation formats are

likely to outperform 16-QAM over the nonlinear channel.

For the sake of completeness, optimum7 hexagonal constel-

lations (HEX-A, HEX-B) slightly outperforming 16-QAM

are reported, even though they are clearly not suited for the

nonlinear channel.

3 4 5 6 7 8 9 10 11
2

2.5

3

3.5

4

4.5
Capacity for 16−ary Modulations

E
b
/N

0
 (dB)

C
 (

bi
t/s

/H
Z

)

Shannon 
Bound   

HEX−A 
HEX−B 

16−QAM 

16−PSK 

4+12−PSK 

6+10−PSK 

Fig. 3 Capacity for the two optimized 16-APK signal constel-

lations versus 16-QAM and 16-PSK.

Despite the result of Fig. 3 showing a slight capacity

advantage for 6+10-PSK with respect to 4+12-PSK, con-

sidering the nonlinear channel application, the latter con-

stellation has been preferred as the presence of more points

in the outer ring will allow to maximize the HPA DC effi-

ciency. This is because the inner points will be transmitted

at a lower power, to which corresponds a lower DC effi-

ciency. Fig. 4 shows the distribution of the transmitted

signalenvelope for four constellations, namely, 16-QAM,

4+12-PSK, 6+10-PSK and 16-PSK. The shaping filter is a

square-root raised cosine with a roll-off factor� = 0:35.

−30 −25 −20 −15 −10 −5
0

0.01

0.02

0.03

0.04

0.05

0.06

Signal power (dB)
pd

f

16 QAM

−30 −25 −20 −15 −10 −5
0

0.01

0.02

0.03

0.04

0.05

0.06

Signal power (dB)

pd
f

4+12 APSK

−30 −25 −20 −15 −10 −5
0

0.01

0.02

0.03

0.04

0.05

0.06

Signal power (dB)

pd
f

6+10 APSK

−30 −25 −20 −15 −10 −5
0

0.01

0.02

0.03

0.04

0.05

0.06

Signal power (dB)

pd
f

16 PSK

Fig. 4 Simulated histogram of the transmitted signal enve-

lope power: a) 16-QAM, b) 4+12-PSK,� = 2:7, ' = 0, c)

6+10-PSK,� = 2:21, ' = 0, d) 16-PSK.

It can be noticed that the 4+12-PSK envelope is more

concentrated around the (common) outer ring amplitude

than 16-QAM and 6+10-PSK, being remarkably close to

the 16-PSK case. This shows that the selected constella-

tion, 4+12-PSK, represents a good trade-off between 16-

QAM and 16-PSK, with error performance close to 16-

QAM, and resilience to nonlinearity close to 16-PSK.

SATELLITE CHANNEL

Satellite Channel Model

For simplicity in the following we will assume a sim-

ple transmission chain composed of a digital modulator,

square-root raised cosine (SRRC) band-limiting (with roll-

off factor 0.35) and a high power amplifier characterized

by a typical AM/AM and AM/PM Ka-band TWTA char-

acteristic. This scheme is also representative of a satellite

bent-pipe transponder for which the uplink noise is negli-

gible compared to the downlink. Due to the tight signal

band-limiting the impact of the satellite output analog filter

is negligible. The satellite channel is then simply repre-

sented by a memory-less nonlinearity. For the numerical
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examples in the following we will consider the AM/AM

and AM/PM characteristics shown in Fig. 5.
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Fig. 5 I-O characteristics of the reference Ka-band TWT

Amplifier.

We introduce here the parameter[Eb=N0]sat defined as
the ratio between the transmitted energy per bit when the
amplifier is driven at saturation by a continuous wave (CW)
carrier and the noise power spectral density.3 It is easy to
find that the following general relation holds when a digital
signal is passed through the HPA driven at a given input
back-off (IBO):

[Eb=N0]sat = [Eb=N0]inp(IBO)(dB) + OBO(IBO)(dB) (5)

It means that the effective demodulator input[Eb=N0]inp
is reduced by the output back-off (OBO) with respect to

the one potentially available for a system operating with

a single constant envelope signal operating at HPA satu-

ration. At the same time the demodulator performance is

degraded with respect to an ideal linear AWGN channel by

an amount D(IBO) (dB) (dependent on the HPA distortion

and hence on the IBO/OBO) so that the effective demodu-

lator inputEb=N0 named[Eb=N0]e� is given by:

[Eb=N0]sat = [Eb=N0]e�(dB) + OBO(IBO)(dB) + D(IBO)(dB)

(6)

This equation is very useful to optimize the performance

of a nonlinear digital transmission system as it allows

to optimize the HPA IBO (and/or OBO) that minimizes

[Eb=N0]sat. The optimal operating point represents the best

trade-off between the increasing power loss (OBO) related

to the increasing IBO and the reduction of the distortion

(D) due to the improved linearity experienced by an in-

creasing IBO.

Satellite channel distortion compensation

Several techniques to mitigate the effect of satellite

channel nonlinearity are possible. Pre-compensation tech-

niques attempt to counteract the HPA distortion through

signal (constellation) pre-distortion. Post-compensation

techniques allow to recover distortion losses at the demod-

ulator side through nonlinear equalization and/orad-hoc

decoder metric computation. For comprehensive critical

review of the possible solutions one can refer to.5

In the following we concentrate on a simple technique

justrequiring the APSK generated signal parameter modifi-

cation. The key observation leading to this proposal is that

a reduction in the distortion can be obtained by changing

the complex-valued constellation, instead, of the transmit-

ted signal. In fact, the non-linearity has two major effects:

– The creation of inter-symbol interference at the re-

ceiver, due to the non-matched filter receiver. This

issue is to be tackled mainly with an equalizer at the

receiver, or at the transmitter by means of shaping

pulse optimization.

– The distortion of the very constellation points, which

are mapped to a different point. If the distortion

were linear, this would amount to a shift in the con-

stellation, recoverable with phase and amplitude esti-

mation. For a non-linear case, the relative positions

of the constellation points change. This can be re-

duced by pre-compensation at the transmitter, or post-

compensation at the receiver.

It is quite easy to see that thanks to the double-

ring APSK constellation properties, one can easily pre-

compensate for the main HPA constellation geometry dis-

tortion effects by simply modifying the generated signal�

and' parameters. This avoids the use of nonlinear pre-

compensation devices after the modulator acting on the

transmitted signal. Taking into account the AM/AM and

AM/PM HPA characteristics it is easy to see that a good

approximation to the original signal constellation geome-

try can be re-obtained by artificially increasing the� factor

in the modulator. This assumes one sample per symbol af-

ter the matched filter and neglects inter-symbol interference

effects. In this way the optimal value of�, for instance 2.7

for 4+12-PSK, is re-established at the demodulator side.

The outer ring phase' is also de-rotated to counteract

the HPA AM/PM distortion effects. If required, the pre-

compensation parameters can be modified to track possible

HPA characteristic aging effects. The major advantage

compared to the post-compensation technique discussed

in6 is that for a broadcasting system the compensation only

affects the central (ground) modulator and does not impact

the distributed demodulator parameters.
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This type of APSK pre-compensation can be readily im-

plemented in the digital modulator by simply modifying

the reference constellation parameters�
0

, '
0

with no hard-

ware complexity impactor out-of band emission increase at

the modulator output. On the other side this allows to shift

all the compensation effort onto the modulator side allow-

ing the use of an optimal demodulator/decoder for AWGN

channelseven when the amplifier is operated very close to

saturation.

TRELLIS-CODED PERFORMANCE

Overall system description

The end-to-end TCM system under consideration is de-

scribed in Fig. 6. The binary information data bitsbk at rate

Rb enter a serial-to-parallel device (S/P) generating three

parallel streams at rateRb=3. The rater = 3=4 trellis en-

coder generates four parallel binary symbol streams at rate

Rs = R
0

b=(log2M), with R
0

b = Rb=r, that are mapped

through an Ungerboeck set partitioning mapping to the 16-

ary constellation generator. The I-Q multilevel digital pulse

stream is then passed to the two baseband SRRC filters

and I-Q modulated at RF. In case of the nonlinear channel

the passband real signal then drives the HPA whose model

has been described earlier. Additive White Gaussian Noise

(AWGN) representative of the downlink satellite channel is

then added. The passband demodulator input signal is I-Q

demodulated to baseband using standard analog or digital

techniques. The I-Q streams are then asynchronously sam-

pled atNs = Ts=Tclock samples/symbol. In practical im-

plementations the number of samples/symbolNs depends

on the anti-aliasing filter contained in the I-Q demodulator

front-end. These samples, assumed for simplicity to be not

quantized, are then passed to the receiver SRRC matched

filters. The SRRC filter outputs are then subsampled at

two samples per symbol (on-time and early) by a digital

interpolator14 driven by the timing error detector unit de-

scribed in the synchronization section. The output symbol

stream is then split into on-time and early samples through

a simple S/P converter. Both streams are used to derive the

timing error information. The on-time one sample per sym-

bol stream then enters the digital vector tracker described

in the synchronization section performing amplitude and

phase estimation. We assume here that there is no need for

a frequency estimator to help the phase estimator. If nec-

essary, the QAM frequency estimators12 are applicable to

our case. In case the nonlinear equalizer16 is activated it is

inserted prior to the TCM decoder, that represents the last

demodulator block. As discussed, tentative symbol deci-

sions are generated to help the digital vector tracker. The

ambiguity resolution block takes care of resolving possible

phase estimator ambiguities as discussed in.6

Code Selection

The overall BER performance of the demodulator for

the 16-state rate 3/4 trellis code reported in10 was success-

fully compared to the theoretical bound derived by means

of the so-called distance-spectrum approach introduced by

Rouanne and Costello in.9 The performance of the 16-

QAM demodulator in the linear channel, including ampli-

tude, timing and phase estimation subsystem degradations,

is very close to the analytical upper bound in AWGN. For

the 16-state code the coding gain of coded 16-QAM with

respect to uncoded 8-PSK atPe = 10�5 is about 4.4 dB.

Concerning the operating point for the TCM, for quasi-

error free (QEF) performance (e.g. BER on the order of

10�10) the inner decoder BER should be on the order of

2�10�41 assuming that an RS (188, 204) code with proper

interleaving is adopted as outer code. The selected 16-state

optimal trellis code for 16-QAM provides a performance

very close to that of the 64-state binary pragmatic trellis

code selected for the DVB-DSNG standard.1

Synchronization and detection issues

The problem of digital synchronization for TC-QAM has

been covered in the past,8.6 In particular, the latter ref-

erence provides a pragmatic solution to the problem of

timing, amplitude and phase estimation for TC-16QAM

signals. The approach followed was to use a robust Non

Data-Aided (NDA) scheme proposed by Gardner13 for tim-

ing recovery. For amplitude estimation a NDA algorithm

is used for the acquisition phase, switching to a Decision-

Directed (DD) scheme after lock. The same approach de-

scribed in6 has been exploited in the following.

Performance results

In this section we summarize results of computer sim-

ulations performed for the trellis coded 16-APSK constel-

lations studied in the previous sections and compared to

16-QAM. First, AWGN linear channel results are discussed

while simulations for the satellite nonlinear channel will be

reported in a following sub-section. The reference system

utilized in the simulations has been discussed previously.

When not stated otherwise we assume that the signal

is band-limited in transmission with a square-root raised-

cosine filter with roll-off factor 0.35 as for the current

DVB-S standard.1 All the following results include syn-
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Fig. 6 End-to-end system block diagram.

chronization losses1.

In Fig. 7, simulation results for the TCM case are re-

ported, with the following configurations: 1) ”Classical”

16-QAM with linear equalization (By ”classical” we mean

that the receiver does not take into account the distortion

in the received constellation for demodulation and decod-

ing.), 2) ”Classical” 16-QAM with nonlinear equalization

(A third order 30 taps Volterra nonlinear equalizer, with

linear adaptation step�lin = 10�3 and a nonlinear adap-

tation step�nonlin = 10�6, has been simulated.),16 3)

4+12-PSK with linear equalization, 4) 4+12-PSK with non-

linear equalization,16 5) 16-QAM with linear equalization

and modified TC decoder metrics,6 6) 16-QAM with non-

linear equalization16 and modified TC decoder metrics,6 7)

4+12-PSK with pre-compensation and linear equalization,

8) 4+12-PSK with pre-compensation and nonlinear equal-

ization.16 In the nonlinear channel, results demonstrate

the superior performance of the proposed double-ring PSK

modulation. Notice, moreover, that at the BER of interest,

the performance gap between the optimal pre-compensated

4+12-PSK and its non-optimal counterpart, is much less

than that for optimal and non-optimal post-compensated

16-QAM, demonstrating once again the inherent robust-

ness of the proposed schemes over nonlinear channels.

At the same time while pre-compensation for 4+12-PSK

can still provide about 0.5 dB performance improvement,

1The following demodulator synchronizer settings have been adopted

throughout this section: AGC adaptation step
� = 10�3, symbol clock

estimator loop noise bandwidthBL� = 10�3 and phase estimator loop

noise bandwidthBL� = 5 � 10�4 .

equalization becomes totally superfluous, reducing the nec-

essary demodulator complexity.
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Fig. 7 Simulated BER for TCM in the nonlinear channel:

r=3/4 code, IBO= 3 dB, roll-off factor=0.35.

TURBO-CODED PERFORMANCE

Overall System Description

The end-to-end system under consideration is described

in Fig. 6. The modulator part is identical to the TCM

one described in the coding section only the TCM coder

is replaced by a rater = 3=4 turbo encoder. Also the

demodulator down to the baseband serial-to-parallel sym-

bol samples converter is identical to the TCM one. Both

S/P streams are used to derive the timing error information.
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The on-time single sample per symbol then enters the dig-

ital AGC described in turbo synchronization section. The

digital AGC performs only amplitude gain adjustment. A

dedicated phase error detector is present at the output of the

digital AGC as previously discussed. If required, QAM fre-

quency estimators are applicable to our case.12 The turbo

decoder represents the last demodulator block.

Code selection and complexity considerations

This section covers the impact that the use of turbo codes

has on the overall transmission system. In particular, it de-

scribes in some detail the relevant trade-offs for the code

selection, the modulation mapping choice, and the decoder

operation.

The basic question to be answered for code selection

is how to combine coding and modulation. The classi-

cal approach to this problem, as originally championed by

Ungerboeck,8 andused in practice in many systems, such

as the one mentioned in the Introduction, is to combine

coding and modulation in a single entity, namely+ Coded

Modulation. The previously mentioned TCM is a good

example of such a combination. At the receiver side, the

demodulation and decoding are also operated jointly. Sev-

eral attempts at following this road have been undertaken in

the turbo coding community,4 with varying degrees of suc-

cess. In general, the obtained performance is good or even

very good, as can be expected from the presence of turbo

codes. However, the receiver complexity easily exceeds the

practical limits, and most importantly, the simplicity and

elegance of the original Ungerboeck approach gets lost in

a sea of ad-hoc adaptations.

A somewhat more radical possibility is that based on the

so-called Bit-Interleaved Coded Modulation (BICM), for-

malized by Caire et al.,19 and commented and expanded

in more detail elsewhere.17 This new coded modulation

general scheme drops one of the axioms of Ungerboeck’s

paradigm, that of combining encoding and modulation in a

single entity. It can be shown19 that the theoretical loss in

capacity by doing so is minimal if Gray mapping is used.

A key innovation of these schemes, however, is that of

realizing that the receiver should operate jointly the demod-

ulation and the decoding parts. This is, in particular, the

way the TCM is operated, at least from the receiver side

(let us recall that the modulation symbols are also code

symbols, which means in turn that the decoding process

can work on the reliabilities of the channel symbols di-

rectly, without any loss in performance). In many cases, the

code symbols cannot be mapped directly on to modulation

symbols, which can be expected to degrade performance.

BICM solves this problem elegantly thanks to the presence

of a bit-level interleaver between the two blocks, allowing

the receiver to operate in a quasi-optimal way, even though

a demodulation-to-bit step is introduced. A last point is that

thecode can be selected as a good binary code, without any

further optimization or search similar to that for codes op-

timizedfor set partitioning mapping.

The road we have followed for the Coded Modulation

selection is clear, namely, we have chosen a BICM scheme,

in which a good binary code is mapped onto the non-binary

modulation symbols through Gray mapping (see Fig. 8).

CONV.

CODE CODE

ACCUMULATORΠC

CHANNEL

Π -1

M

ACCUMULATOR
Π C

CONV.

DECODER

-1

DECCODER

BINARY
CODE MAPPING

MODULATOR 
ΠM

k n n

r=k/n

/ / /

DEMOD

DEMAPPING

BINARY 

DECODER

n
/

To demapper

Fig. 8 BICM block diagram.

After this point, we discuss the selection of the binary

code itself, based on lessons learned from the developments

in turbo coding since their invention. The key point is the

simple, yet fundamental, fact that a code which performs

very well can be obtained from a not-too-complex good bi-

nary code. The output of this code, taken as a block, is

randomly permuted, and then passed through a simple ac-

cumulator code.18 In17 it is shown that this procedure can

improve the performance, and approach the ultimate Shan-

non limit by adding a certain number of these permutation-

accumulator blocks at the output of the first code. As a

matter of fact, the first block could be as simple as a rep-

etition code, although some decoder implementation prob-

lems prevent us from choosing such a simple scheme. An

high-level coder and decoder block diagram is shown in

Fig. 8.

Decoding of this concantenated code proceeds itera-

tively, as is done for turbo codes. The demodulator output

is transformed into metrics, the code is decoded serially,
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and then, information is fed back to the input. This feed-

back can be to the de-mapper or at the accumulation code,

as shown in Fig. 8. This procedure is repeated for a certain

number of iterations, either a fixed value or until conver-

gence is detected by means of some stopping rule.

Taking into account these remarks, two codes of rate 3/4

have been chosen for a final trade-off. The first is based on

the optimum 3/4 convolutional code, with 16 states. The

second is in turn built around the optimum 64-state, rate

1/2 convolutional code, punctured to rate 3/4. Although

both have similar performance in the so-called ”waterfall”

region, where the former beats the latter by about 0.15 dB,

the second is expected to have a lower floor, well below

the QEF point. The whole coding and modulation sub-

system consists of the serial concatenation of this code,

connected with an accumulator through a pseudo-random

permutation. The mapping to the modulation is the already

mentioned Gray mapping, with a bit-interleaver between

the stages of coding and modulation.

Concerning the decoding complexities of these codes, a

simple calculation gives an increase in complexity (with re-

spect to a soft Viterbi decoder for the standard 64-state, rate

1/2 convolutional code), of about 20-40 times for each case.

The decoding algorithm for each constituent code, includ-

ing the accumulator, is assumed to be 4 times as complex

as the Viterbi algorithm would be for the same code. The

decoding is done for a total of 10 iterations.

The remaining point to be considered is the decoding

algorithm. The first step to be performed is the compu-

tation of the reliability of each received symbol. This

is basically a calculation of thea posteriori probability

p(akjxk) of each modulation symbolak, taking into ac-

count the received complex samplexk . This is closely

related to the computation of the geometric distance be-

tween the demodulator complex samples and the reference

4+12-PSK constellation. The AGC and synchronization

subsystems ensure a good match between the replica and

the demodulator output samples. The previous step is done

without any knowledge of the code itself. The decoding

procedure consists in updating thea posterioriprobabili-

tiesp(bkjx) of the information bitsbk, with x is the whole

received sequence of complex symbols, taking into account

all the received sequencesp(akjxk);8k, and the code struc-

ture. This is achieved through the so-called iterative sum-

product decoding of the concatenated code, an approach

introduced for turbo codes.11 A detailed presentation of

the algorithm is outside the scope of this paper. Again in17

it is shown numerically that for a small number of permuta-

tion/accumulator blocks, the practical performance is good

enough, within 1 dB of the Shannon limit for usual operat-

ing points.

Synchronization and demodulation issues

The symbol clock estimation devised for trellis-coded

modulation is also fully applicable to the current case of

turbo coding. In fact the timing recovery algorithm de-

scribed in6 works without any data knowledge and per-

forms well even at low signal to noise ratios. Concerning

the AGC, in the case of a turbo coded signal we adopted the

non data aided (NDA) approach described for trellis-coded

modulation during the acquisition phase and reported in.6

For a loop adaptation step
� = 5 � 10�4, smaller than for

TCM, the amplitude rms error provided by the NDA AGC,

although higher than for TCM, is fully acceptable. In the

case of turbo coding, the DD scheme exploiting trellis de-

coder tentative decisions (see6) cannot be adopted because

of the unacceptable decoding delay which will cause insta-

bilities in the carrier phase estimation loop. An approach

pursued in21 consists in the exploitation of the decisions

of the first convolutional decoder and the hard decisions

for the remaining coded symbols to wipe-off data modula-

tion in the phase estimation process. However, the symbol

decisions provided in this way are not expected to be sig-

nificantly better than hard-decisions at the decoder input

considering the very low operating SNR typical of a turbo

decoder, and the weakness of the constituent codes.

In our specific case, the 16-ary APSK modulation sym-

bol decisions required to wipe-out data modulation effects

may be replaced by a simpler algorithm based on a four

quadrant phase averaging,5 as illustrated in Fig. 9. The idea

consists in processing the complex symbol matched filter

samples according to the quadrant to which they belong.

This corresponds to a simplified (amplitude independent)

decision directed scheme, in which the originalM -ary con-

stellation collapses to the four points:(�1� |)=p2. In this

way the average signal carrier phase can be simply esti-

mated and the scheme is also robust to amplitude errors,

thus easing the initial acquisition transient. The proposed

scheme averages out the signal points falling in each of the

four complex plane quadrants exploiting the constellation

symmetry to derive the reference phase with an ambiguity

equal to2�=12. The proposed NDA phase error estimator

has the advantage of being insensitive to possible ampli-

tude errors that are typical of the acquisition phase. The

proposed scheme corresponds to a DD phase estimator for
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QPSK.22

Because of the simplified four-quadrant decision ap-

proach its implementation is easier than a truly DD scheme

for 4+12-PSK and decisions are insensitive to possible sig-

nal amplitude estimation errors. The main scheme draw-

back is related the so called pattern noise or irreducible

phase jitter floor due to the phase error signal averaging for

the four constellation points belonging to the same quad-

rant. This floor is not present with QPSK modulation,

where the exact Decision-Directed, and this simplified ver-

sion are identical. Simulation results indicate that the per-

formance is degraded with respect to the TC-DD scheme

but remains acceptable even at low SNR. It was found

that a phase jitter standard deviation of about 1 degree

can be achieved atEb=N0 = 5 dB for loop bandwidth12

BL�Ts(1) = 5 � 10�5.
Performance results

We will now report some performance results obtained

exploiting the selected 4+12-PSK modulation format and

turbo coding scheme. The code used for the simulations

was the one based on the rate 3/4 16-state convolutional

code, although the results are similar for the two cases stud-

ied in the turbo code section. Although we have not verified

the results down to Quasi Error Free (QEF) operation, we

have confidence in the fact that QEF is achieved at values

close to the ones mentioned in the paper. This is due to

the fact that the error floor asymptote is very low, particu-

larly for the 64-state code, and that the slope is very steep,

down to the points we have simulated. It is therefore safe to

extrapolate the performance for QEF from the values sim-

ulated in practice.

The following demodulator synchronizer settings have

been adopted throughout this section: an AGC loop adap-

tation step of
� = 10�3, the one-sided loop noise band-

width of the symbol clock estimator,BL� = 10�3 and the

one-sided loop noise bandwidth of the carrier phase esti-

matorBL� = 2 � 10�5. As for trellis coded modulation

we used a third-order timing interpolator. For the simu-

lations the rate 3/4 turbo codec described previously has

been adopted with an input frame block size of 16384 bits.

When not specified, the number of decoder iterations has

been set to 10. Results for the AWGN channel are pro-

vided with and without channel estimation in Fig. 10. We

observe that for QEF performance over the linear channel

the turbo coding gain is about 1.65 dB with respect to the

16 state trellis code concatened with a trellis decoder and

only 1.15 dB with respect to the 32-state trellis code.5 Ad-

ditionally, we should add the 0.35 dB loss due to the Reed

Solomon concatenation for the TCM case, absent for the

turbo as mentioned before. This amounts to a total gain

of about 2.0 dB, for an increase in complexity of a factor

20-40. For the sake of comparison, the same figure shows

the performance of 16-QAM with the same turbo code as

well. The impact of the digital synchronizer described in

a previous section has been verified by simulation and it

has been found to be less than 0.1 dB in the waterfall BER

region of the turbo decoder. This was considered a very

satisfactory result considering the simplicity of the NDA

scheme adopted. Considering the limited gain provided

by the nonlinear equalizer for trellis-coded modulation, we

abandoned the scheme for the turbo case. The IBO was

optimized, as detailed in.5 TheEb=N0 was selected in the
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Fig. 10 Simulated BER for 16-QAM and 4+12-PSK in the

AWGN channel: rate 3/4 turbo code.

middle of the waterfall BER region to allow for capturing

the BER variation. Clearly, optimization cannot be per-

formed atPb = 10�10 but the current working point hardly

differs from the QEF in terms of SNR. The decoder input

SNR was computed based on the effective demodulator in-

put Eb=N0 previously defined (see eqn. (6))[Eb=N0]e� .

For the optimum IBO of 2 dB the BER over the nonlinear

channel was then simulated and the results are collected in

Fig. 11. We can see that due to the optimal combination of
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Fig. 11 Simulated BER for turbo coded 4+12-PSK in the non-

linear channel: r=3/4 code, IBO= 2 dB, roll-off factor=0.35.

a powerful turbo code and a robust 4+12-PSK modulation

we can operate over a typical satellite nonlinear channel for

QEF performance at only 1.3 dB OBO with a degradation

with respect to the linear channel of only 0.9 dB and an op-

erating[Eb=N0]inp = 6:9 dB or [Eb=N0]sat = 8:2 dB. This

shall be compared to the[Eb=N0]sat = 13:1 dB required

by conventional TC-16-QAM over nonlinear satellite chan-

nels.

This represent an improvement of about 5 dB in power

and 8 % in spectral efficiency compared to the conventional

TC-16-QAMrepresenting today’s baseline for high-speed

satellite links.

SUMMARY AND CONCLUSIONS

In this paper a new class of modulation, called double ring

16-ary modulations, has been devised. It has been shown

that over AWGN channels this kind of constellation is very

close to, and may even slightly outperform the capacity of

classical coded 16-QAM. For nonlinear satellite channels

the so-called 4+12-PSK double ring constellation has been

selected, as the robustness to nonlinear effects compensated

for a minor loss in performance with respect to 16-QAM

over AWGN linear channels. Amplitude, carrier phase

and symbol clock recovery schemes have been devised for

both decision-directed and non data-aided operations. Sim-

ple yet efficient pre-distortion schemes have been studied.

Results indicated that compared to TC-16QAM currently

adopted for high-speed satellite links with linear equaliza-

tion the proposed 4+12-PSK with pre-distortion and Turbo

coding can achieve a gain superior to 5 dB in power effi-

ciency and 8 % improvement in spectrum efficiency.
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