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Abstract
In the context of a Virtual Teleconferencing sys-

tem, we present a head tracking algorithm based on
an enhanced analysis/synthesis feedback loop which is
able to handle very large rotations out of the image
plane, although the camera is uncalibrated, the envi-
ronment lighting is unknown, and no makeup high-
lights the speaker's face.

1 Related Work
Face{cloning aims at animating a synthetic face

model by analysing a video sequence of a real speaker.
In the literature, many references concerning video{
cloning report promising results, such as [8, 9, 7, 2,
4, 3]. The material presented in this paper has been
derived in the context of a virtual teleconferencing
system [10], where the users can meet other people
in a virtual meeting room, and choose their positions
within it. Its telecommunication aspects impose spe-
ci�c and challenging constraints on facial cloning, like
the face analysis and synthesis frame{rates, the syn-
thesis of the participants under di�erent points of view
depending on the viewer, the image processing de-
lays, and the very low bandwidth networks available
to transmit the animation parameters.

We present in this paper face modeling and global
motion tracking techniques for such a system, that op-
erates without colored marks taped on the speaker's
face, deals with unknown lighting conditions and back-
ground, allows the users to move freely in front of the
camera, and yields visual results that are highly real-
istic.

2 Face Modeling
We are currently using range data obtained from

cylindrical geometry Cyberware range �nders [1] to
build person{dependent realistic face models. Such

scanners produce a dense range image with its cor-
responding cylindrical color texture. However, the
dataset cannot be used directly because it is too dense
(in average 1.4 million vertices) and sometimes in-
cludes some outliers (as in �gure 1(a)).

To achieve both visual realism and real{time com-
putation, we need a geometric model with a limited
number of vertices but with enough details in order to
distinguish facial features such as the lips or eyebrows.
We have developed a reconstruction system based on
deformable simplex meshes [11] to build such mod-
els. Unlike classic approaches, those deformable mod-
els are handled as discrete meshes, and can be easily
converted into triangle meshes.

In �gure 1, we show the di�erent stages of recon-
struction from a Cyberware dataset where the hair
information is missing and with some outliers. The de-
formable model is initialized as a sphere (�gure 1(b))
and then deformed to roughly approximate the face
geometry (�gure 1(c)). The last stage consists in re-
�ning the mesh model based on the distance between
the data and surface curvature (�gure 1(d)).

The face model is then texture{mapped by asso-
ciating to each vertex of the simplex mesh the (u; v)
texture coordinates of its closest point in the range
data. Where no range data is available (at the hair
level for instance), we project the vertex on the image
plane through the cylindrical transformation of the
Cyberware acquisition. This algorithm therefore pro-
duces an accurate geometric and texture face model,
suitable for real{time manipulation.

3 Face Global Motion Encoding

In this contribution, only the parameters for the
speaker's global motion (3 translations and 3 rota-
tions) are considered.



(a) (b) (c) (d)

Figure 1: Reconstruction of a geometric model from a Cy-
berware dataset: (a) range data (b) initialization; (c) main
deformation; (d) mesh re�nement |We have interactively
selected the areas of interest (chin, ears, nose, lips) where
the re�nement is performed. The resulting mesh has 2084
vertices and was built in less than 5 minutes on a DEC
Alphastation 233 MHz.

3.1 Analysis/Synthesis Feedback Loop
To provide a high level of realism, we propose to use

3D texture{mapped models to represent each speaker
within the virtual area. Taking advantage of this re-
alism, we propose a global motion tracking software
implementing a di�erential block{matching algorithm
tracking 2D feature points from synthesized patterns.
The head tracking loop proceedes as follows (see �g-
ure 2):

� a Kalman �lter predicts the head 3D position and
orientation estimates at time t given the previous
2D feature points observations in all images until
time t� 1;

� using the estimated 3D parameters and the
speaker's head model, search patterns for the fa-
cial features are synthesized, hence taking into ac-
count the scale and geometric deformations that
can be expected given the user's position, and the
background interference with the patterns. In ad-
dition, due to the 3D photometric compensation
module described in section 3.2, the search pat-
terns also reect the expected face lighting;

� a reformulated block{matching algorithm �nds
the synthesized patterns in the real image taken
at time t;

� the Kalman �lter is then fed with the 2D obser-
vations of the facial features in the image plane to
produce new estimates for the head 3D position
and orientation at time t+ 1.

Our enhanced analysis/synthesis cooperation
makes the face tracking more robust without requiring
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Figure 2: Feedback loop strategy based on a Kalman Fil-
ter and Synthetic Images | �	 and 	̂ are the speaker's 3D
position and orientation predicted and �ltered estimates.
The shown examples were extracted from a 30 seconds
video sequence captured in a 320 � 242 resolution at 10
frames per second.

arti�cial marks, and supports very large rotations out
of the image plane, as it can be seen on �gure 2.

3.2 Photometric Compensation

Figures 3(a) and 3(b) actually show that the default
illumination of the synthetic facial patterns would not
allow any match with the user's face in a real envi-
ronment, no matter how precise the geometric model-
ing is, �rstly because \out{of{the{lab" environments
generally have uncalibrated lightings, and secondly
because the speakers generally do not have makeup
to avoid specular highlights on their face. Using
OpenGL, the 3D graphics industry{standard library,
we render the face model with a set of ambient, dif-
fuse and specular lights (see �gure 3 (d)) to minimize
the discrepancies between the synthetic and real faces
throughout the tracking session (an illumination o�-
set can be allowed to improve the reconstruction error,
see �gure 3 (c)) . The light intensities are determined
by an estimation stage at the begining of the tracking
session on a static view of the speaker. This way, the
illumination compensation takes place directly at the
3D level, during the synthesis of facial patterns, and
is performed by graphics hardware instead of explicit
software computations. Of course, we do not claim
that the exact scene illumination is recovered, nor that



the simulated lighting will be right for all the possi-
ble user's positions, but it helps gaining consistency
between the synthetic and real facial features (see �g-
ure 3). We invite interested readers to refer to [11] for
the theorical reasonings and technical details of the
photometric modules.
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Figure 3: Illumination compensation on a real face |
from left to right: the speaker's head model with no direc-
tional light source, the speaker in a real environment, and
the speaker's head model with 3D illumination compensa-
tion.

3.3 Block{Matching Synthetic Facial Fea-
tures

                        

Figure 4: Synthesized patterns are not mislead by the
background presence.

The key aspect of the global motion tracking al-
gorithm is the cooperation between the analysis and
synthesis procedures: due to the illumination com-
pensation performed at the beginning of the tracking
session, it is possible to track the facial features of the
user given by synthesized images using a di�erential
block{matching algorithm, involving only linear com-
putations. The analysis/synthesis feedback loop, gov-
erned by a Kalman �lter predicting the global motion,
results in two main advantages:

� the synthesized facial features automatically
adapt to (or at least are not far from) local dis-
tortions in the image plane, such as variations of
scale, geometry and changes of lighting due to the
speaker's 3D motions;

� and because the facial patterns are synthe-
sized over a black solid background, the block{
matching algorithm can be restricted to the facial

feature pixels to be more discriminative when the
speaker's facial features are likely to be mistaken
for a textured background (as in the head rotation
of �gure 4).

3.4 Discussion on the Tracking Robust-
ness

The result of our face tracking algorithm can be
seen in an Mpeg sequence available on the WWW [6].
Its speed mainly depends on the workstation graphics
hardware acceleration and its video acquisition speed.
On a O2 SGI workstation, the analysis frame rate us-
ing 12 facial feature areas is:

� 1 image per second, when synthesizing patterns,
and updating the Kalman �lter for every frame;

� 10 frames per second, when disabling synthetic
pattern calculation for every frame, but still en-
abling the Kalman �lter | in this case, large face
rotations might cause the system loose the user's
head;

� full frame rate, when disabling both pattern syn-
thesis and the Kalman �lter | the system just
tracks the facial features in 2D, without recover-
ing the head 3D position and rotation, and be-
comes very sensitive to rotations.

In fact, the individual facial features trackers work
quite well, even during large face rotations when it
becomes di�cult to distinguish the facial features
from the scene background (look for example at the
speaker's right eye on �gure 4). From our experiments,
the main di�culty to obtain a robust face tracking sys-
tem is the tuning of the Kalman �lter: it requires to set
noises for the observations and the system dynamics.
On the one hand, if the noises are too small, the �lter
may become unstable, probably because of round{o�
errors, and the system looses the user's face, even if
it is fed with the right 2D features positions. On the
other hand, if the noises are too large, the system no
longer takes into account the incoming facial features
observations, and as a result, if the user starts moving
in one direction, the �lter will follow the face at �rst,
but will never go back when the user returns toward
his initial position.

Another question that might be raised is what hap-
pens when the user closes his eyes, smiles, or does
anything that di�ers from the static facial expression
of his model: in general, we can say that the system
copes with it, probably because it melts enough fa-
cial features observations to allow a few of them to
be wrong. We are currently working on the modeling



of facial expressions in the feedback loop (that have
eventually to be analysed in the face cloning appli-
cation), and we expect them to improve the system
performance in such situations.

4 Face Restitution
4.1 Bandwidth Estimation

Prior to the beginning of the meeting session, the
face models have to be downloaded by every partic-
ipating site to represent each speaker, corresponding
to a hundred of kilobytes per model, but then, only
a limited bandwidth is necessary throughout the ses-
sion: the 6 global motion parameters are each quanti-
�ed and coded on two bytes, with no particular com-
pression, resulting in a data stream of 12 bytes per
frame.

4.2 Model Visualization
In the case of a virtual teleconferencing system, the

data stream originating from a given site is sent for
visualization to all the other sites, which interpret the
data stream and insert the face model in the virtual
environment according to the point of view local to the
site (see �gure 5). Our face model and the extracted
parameters are general enough to be visualized on dif-
ferent platforms, and using di�erent tools:

� our visualization software, based on the OpenGL
library;

� a VRML browser [12];

� the MPEG{4 SNHC Face Player, when the Inter-
national Standard will be released (due in Novem-
ber 1998) [5].
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Figure 5: Animated Face Restitution.

For classical applications, such as \head & shoul-
der" type video compression where only two sites are
involved and no virtuality is necessary, the face model

is just synthesized under the same point of view of the
analysis camera. Note that in this case, the illumina-
tion parameters computed for the feedback loop (see
section 3.2) can be used by the synthesis software to
produce a view more faithful to the original one.

Concluding Remarks
We have presented face modeling and global mo-

tion tracking techniques, based on an e�cient sim-
plex mesh formulation, and on an original analy-
sis/synthesis feedback loop. A demonstration MPEG
sequence is available on the WWW [6].

Preliminary results concerning the animation of the
model facial features have already been obtained | by
the time of the workshop, we expect to include them
in a video demonstration.
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