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Abstract—In mobile terminals speech quality is often degraded filter [1], [4], [5].
by acoustic echo and noise. Existing approaches to tackle these Residual echo suppression and noise attenuation problems
problems involves separated solutions. However, combined solu-Can be considered independently. Attempts to build contbine

tion have been proposed recently. Low signal delay and reduced t f - ducti d ech . be f
computational load are the main arguments in favor of joint Systems 1or noise reduction and €cho suppression can oun

noise and echo processing. Most such algorithms operate in thein the literature [2], [6] and have shown to perform well.
frequency domain. In recent works, the performance of low delay The main arguments in favor of such a combined system
filtering structures, which could be used as alternatives to sperdl  gre the reduced computational complexity and lower signal

weighting, have been studied for noise reduction and echo yaiay due to the use of one analysis and synthesis filter bank,
suppression separately. In this paper, we investigate these lowinstead of two. as the filtering takes place in the frequenc
delay approaches for joint noise reduction and echo suppression. ’ 9 P g y

Results show that the approach based on the inverse discretedomain. Further delay reductions can be achieved by fifierin
Fourier transform performs as well as alternative approaches nt degraded speech signals in the time domain with finite ingpuls
with lower signal delay and reduced computational complexity. response (FIR) filters. Approaches to calculate such an FIR
filtler:i(:g( ;ﬁ;”;ﬁt;r Echo suppression, noise reduction, sub-band fjter include the Filter Bank Equalizer (FBE), the Low Delay
‘ ' Filter (LDF), both presented in [7], and the inverse diseret

Fourier transform (IDFT) of spectral gains [1], [8]. In [%he
performances of the FBE and LDF approaches were assessed

An acceptable level of speech quality is an importarfior noise reduction. In [9], we investigated the performemc
requirement for any telecommunications terminal. With iteob of FBE, LDF and IDFT filters for sub-band echo postfiltering.
devices, however, speech quality is often degraded bymngryi In this paper, we compare these low delay filtering struc-
levels of ambient noise and acoustic echo. Acoustic echares with the classic spectral weighting for combined @ois
results from the coupling between the loudspeaker and tlegluction and echo suppression. We show that FIR filters can
microphone. The far-end speaker sometimes hears a delagedefficiently used for noise reduction and echo suppression
version of their own voice, where the delay is introducedn emphasis is made on the IDFT approach which is the least
by the communications link. In noisy environments, the meomputational demanding and still yields good performance
crophone is sensitive to near-end speech and ambient nois€his paper is organized as follows. In the next section we
which are both transmitted to the far-end speaker. Acouspeesent the algorithm used for the calculation of the spéctr
echo cancellation (AEC) and noise reduction (NR) are usegdins and different filtering schemes which are compared. In
to tackle these problems [1]. Section Il we describe our experimental setup and presant o

Most approaches to AEC are based on adaptive filters [fihdings. Our conclusions are presented in Section IV.
As illustrated in Figure 1, an adaptive filter is used to gateer
an estimate of the echo signal which is then subtracted
from the microphone signal. However, because of the limited Figure 1 shows the speech enhancement scheme used in
filter order, changes in the acoustic path and non-lineatiti our investigations: AEC followed by noise reduction and
some residual echo often remains. Postfilters are commondgidual echo suppression, here combined as a postfilter. Th
used to obtain further echo attenuation [1]. Sub-band echuvcrophone signal(n) is composed of the near-end speech
postfilters have been widely investigated and have provensignal s(n), the echo signall(n) and the noise signat(n).
be a good compromise between efficient echo suppression dihe adaptive filter is used to generate an estimate of the echo
low computational complexity [1], [2], [3]. signal d(n) which is subtracted from the microphone signal

Noise reduction algorithms usually operate in the freqyento obtain the error signal(n). This error signal is composed
domain and are generally based on the assumption that soisefithe residual echd,.(n), the near-end speeciin) and the
an additive and relatively stationary perturbation. Comiyo noise signaln(n). The postfilter then aims to suppress the
used noise reduction algorithms are based on an estimateesfidual echo and to attenuate noise.
the noise signal which is used to calculate a noise reductionin the following, we describe the joint noise reduction and

I. INTRODUCTION
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Fig. 1. Speech enhancement scheme illustrating AEC followed by a Fig. 2. Postfiltering scheme.
postfilter. Here, the postfilter is a joint noise reduction and residual
echo suppression module. the Ephraim and Malah approach [11]:
echo postfilter that are investigated in this paper. Sedtidn 82 (n—1) st
0 0 pap &(n) = B.—* + (1= B)-max(¢l** (n),0) (3)

details the sub-band analysis used. In Section II-B, weemtes AT = B'ryidrdr (n—1)

the algorithm used to calculate the postfilter spectral gain . L .
g P P 9 where the smoothing constapt lies in the interval]0, 1],

Lastly, Section II-C presents the 4 different filtering ap- . ; :
y P g pé,»(n — 1) is thei*" sub-band near-end speech signal estimate,
proaches compared. . . . ) St .
4¢7% (n) is the residual echo spectral density it (n) is

the a posteriori SER. The residual echo spectral density in
- _ Equation 3,77 (n), is estimated according to [2]:

As shown in Figure 2, the error signal(n) and the )
loudspeaker signak(n) are split into sub-band signais(n) Adedr () = 7336(")’ (4)
andz;(n) respectively, wherédenotes the sub-band index and ' 77 (n)
ranges from 0 td/ —1. In our system, sub-band analysis angyhere=<(n) is the crosspower spectral density betwe¢n)
synthesis are performed through a discrete Fourier tramsfo ange(p) and~®(n) is the loudspeaker power spectral density.
modulated filter bank. One property of such filter banks ighe a posteriori SER in Equation 3"!(n), is calculated
that each bandpass filter corresponds to a frequency shifigdorging to:

duplicate of a lowpass filteh(n). In the literatureh(n) is

A. Sub-band analysis

referred to as a prototype filter [1]. oSt () = 612(7”) 1. (5)
The number of sub-band¥ is set to 64 and a dowsampling ’ %lrdr (n)

factorr is set to 32. The lengtlh of the prototype filter is set The spectral densities*”(n)

o : ) and ~7¢(n) are estimated
to 128. A similar sub-band analysis was reported in [9]. ’

through autoregressive smoothing as in [2]. To avoid antisfa
the echo reduction gain is limited to a spectral floor which is
adapted proportionally to the noise level.

The postfilter spectral gains used to process degradedtspee@) Noise reduction ruleThe noise reduction gains used are
signals are defined as the product of the noise reduction anstlated as follows:

echo suppression gains:
Ppression 9 G () = min(ay (1), 1), ©®)

n dy

Gi(n) = Gi'(n).Gi" (n), (1) wherea and ) are empiricallly optimised constants aggn)
wherei is the sub-band numbe? (n) is the noise reduction @s the_signal (near-end speech) to noise ratio (SNR). The SNR
gain andG%(n) is the residual echo suppression gain. Thi§ estimated as follows:
noise reduction and echo postfiltering spectral gains dre ca _95%(n) 7
culated independently. The echo postfilter is updated uaing Xi(n) = nn(n)’ 0
Wiener rule for echo suppression whereas the noise reduct\i/ehere 47(n) is the estimate of the noise spectral density.
filter is a low complexity noise reduction algorithm [10]. &h which isz obtained by minimum statistics tracking method [5]’
noise reduction rule is based on the assumption that theratm

of noise that should be attenuated is proportional to theasig _he spectra_l dens!ty/l (n) is es_'uma;ed through autoregres
. . sive smoothing as in [2]. To avoid artifacts, the noise re¢idac
to noise ratio (SNR). S :
L . . gain is limited to a fixed spectral floor.
1) Echo postfiltering rule:The gain of the echo postfilter
is the same as that used in [9] and is updated as follows [Z]: Filtering approaches

. &(n) As mentioned earlier, the filtering of the degraded speech
Gi"(n) = m7 (2) signals can take place in the sub-band domain or, altegigtiv
! in the time domain.
where ¢;(n) is the signal (near-end speech) to echo ratio Filtering in the frequency domain consists in applying the
(SER). In our implementation, the SER is estimated througiostfilter spectral gains to the sub-band signals through a

B. Noise reduction and residual echo suppression




multiplication [1] (see Figure 2(a)). The fullband micrapte
signal §(n) is then recovered by processing the sub-bar
signalss;(n) through a synthesis filter bank. In the remainde
of this paper, this approach will be referred to as the SF-(stL
band filtering) approach. For filtering in time domain, thi
postfilter sub-band gains are transformed into an FIR filt
before being applied to the fullband microphone signal
shown in Figure 2(b). Methods to determine the FIR filte *= o S DR
include the FBE approach, the LDF approach [7] and the (a) NA against SNR (b) ERLE against SER
IDFT of the spectral gains [1], [9]. The FBE approach is the
time domain mathematical equivalent of sub-band filtering.
this case, the length of the FIR filter is equal to that of thieetween the clean speeefn) and the weighted speech signal
prototype filter, which here is equal to 128. The LDF approadin) [13] as follows:

is derived from the FBE by truncating its impulse response
with a shorter window. In our implementation, its length is
truncated to 64. The IDFT filter is an intuitive approach whic

consists in using the IDFT of the postfilter spectral gains to CD(m) = /3 y[Cs(m) = Cs(m)P. ©)

obtain a time domain filter [1] The Iength of the IDFT fllterThe We|ghted Speech S|gnam) are obtained with a method

is equal to the number of sub-bands which is 64 in our casgmilar to [13]. When processing degraded speech signals,
the updated spectral gain§;(n) are stored. These gains
are applied to the clean near-end spee¢h) to obtain the

A. Experimental setup weighted speech signaln).

The postfilter described in Section Il is assessed through Results

simulations Wi.th spgech signals. As shown in Figure 1, the Figure 3(a) shows NA against SNR. The NA curves show
microphone signal is first processed by an AEC modulg i the LDF approach achieves the best performance in
The AEC algorithm used in our simulations is a sub-bangd,ng of noise reduction. The SF method achieves the worst
normalized least mean square algorithm [9] as in our earligg formance but there is little difference between the S F
work in [9]. _ . and IDFT approaches. In general, all the different filtering
Our test database is generated using a set of four far-efg qaches have very similar results: the differences dmiw
speech signals and four near-end speech signals. The MR cyrves is less than 1dB. The ranking of the FBE, LDF and
phone signals used in our simulations contain near-encchpegg performance is the same as in [7]. The novelty, over what
only, echo only and double talk periods with either car, cafg already presented in [7], is the IDFT approach which, as
or babble noise. The echo signal is obtained by convolvieg thc see in Figure 3(a), is as effective as the other approaches
loudspeaker signals with an acoustic path measured from "BRreducing noise.
mobile terminals in an office environment. The Ioudspeaker,:igure 3(b) shows ERLE against SER. All the filtering ap-
and near-end speech levels are both set to -26dB using fig,ches have very similar results (differences betweelEER
ITU-T implementation of the speech voltmeter [12] and thgryes is less than 0.6dB). Here, we can highlight two main
different echo and noise levels are als_,o set using the sahe tQifrerences from results presented in our previous work [9]
The SNR ranges from 0 to 15dB while the SER ranges frofyst in this paper the FBE achieves the worst performance
-5 to 10dB. Our database of degraded speech signals contaifg second, the performance for the IDFT approach curve is
192 sets of microphone and loudspeaker signals. very close to that of the SF approach. Tests on clean speech
Performance of the different filtering approaches is agsesg;ignals (no additive noise) using the system describediin th
through objectn_/e m_easurements_ and informal I|s,ten|ngs.tespaper confirm the observations in [9] concerning the perfor-
Echo suppression is assessed in terms of echo return Iggsce of the IDFT approach. The observations in [9] were
enhancement (ERLE). Noise reduction is assessed in tefRs: the IDFT filter had the worst performance. We explained
of noise attenuation (NA). Perturbation (noise or echagratt ihis noor performance by the fact that the effective freqyen
uation is measured over adjacent windows\osamples: response of the IDFT filter had, in that case, large variation
Sy e(n)2(N) (Gibbs phenomenon) between consecutive sub-bands where
%2> (8) the difference in gain was high (greater than 10dB). Our
>N 82(N) s . . : : .
ystem is designed so that the difference in gain between
where D(m) stands for ERLE or NA andV spans over 256 consecutive sub-bands cannot be higher than the spectral
samples. ERLE and NA are computed according to Equationfor which depends on the noise level (see Sections II-B1
However, ERLE is measured during echo only periods whind 11-B2). In [9], the difference in gain between conseaiti
NA is measured during noise only periods. Speech distortisnb-bands can sometimes be large because there is no noise.
is assessed in terms of the cepstral distance (CD) measuotrenide work presented here tackles the problem of echo in the
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Fig. 3. Perturbation attenuation

Cy(m) = IDFT{In|DFT(s(N))|}

IIl. EXPERIMENTAL WORK

D(m) = 10.l0910 (



reduction. Performance of the different filtering apprassch
T T is compared through objective measurements and informal

145 Tl —a—LDF —a—LDF
S -0~ IDFT ~O- IDFT

x listening tests.

[ e e In the system described here, the FBE has a lower delay
and an increased computational complexity than the SF. In
our system, the LDF and IDFT approaches are equivalent in
terms of signal delay and speech quality. However, the IDFT
g o % o T owm = approach has the advantage of low complexity and is thus an

appealing alternative to the SF approach.

Results showed that all the filtering methods studied
here can be used efficiently for noise reduction and echo
presence of noise, and this leads to a reduction in the efifter Suppression with few differences between signals prodesse
in gain between consecutive sub-bands and thus to bettethe sub-band domain and those processed with FIR filters.
results for the IDFT approach. Substituting the classic SF approach by one of the FIR

Figure 4(a) shows cepstral distance against SNR durifijers presented here has an impact on speech quality as we
near-end speech only periods, i.e. distortions resultiognf trade-off one artifact against another. As has already been
noise reduction. We see that the SF approach brings the m@sge for musical noise reduction, it is of interest to study
distortions whereas the IDFT approach brings the leasts@héneans of reducing the crackling noise artifacts in order to
results are different from those presented in [7] in whicé tHmprove speech quality of signals processed by FIR filters.
SF and FBE approaches were reported to produce speech of
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(a) CD during near-end speech (b) CD during double talk

Fig. 4. Cepstral distance

IV. CONCLUSION

This paper presents the first comparison of four different
filtering approaches that can be used for joint echo and noise



