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Abstract—In mobile terminals speech quality is often degraded
by acoustic echo and noise. Existing approaches to tackle these
problems involves separated solutions. However, combined solu-
tion have been proposed recently. Low signal delay and reduced
computational load are the main arguments in favor of joint
noise and echo processing. Most such algorithms operate in the
frequency domain. In recent works, the performance of low delay
filtering structures, which could be used as alternatives to spectral
weighting, have been studied for noise reduction and echo
suppression separately. In this paper, we investigate these low
delay approaches for joint noise reduction and echo suppression.
Results show that the approach based on the inverse discrete
Fourier transform performs as well as alternative approaches but
with lower signal delay and reduced computational complexity.

Index Terms — Echo suppression, noise reduction, sub-band
filtering, FIR filter.

I. I NTRODUCTION

An acceptable level of speech quality is an important
requirement for any telecommunications terminal. With mobile
devices, however, speech quality is often degraded by varying
levels of ambient noise and acoustic echo. Acoustic echo
results from the coupling between the loudspeaker and the
microphone. The far-end speaker sometimes hears a delayed
version of their own voice, where the delay is introduced
by the communications link. In noisy environments, the mi-
crophone is sensitive to near-end speech and ambient noise
which are both transmitted to the far-end speaker. Acoustic
echo cancellation (AEC) and noise reduction (NR) are used
to tackle these problems [1].

Most approaches to AEC are based on adaptive filters [1].
As illustrated in Figure 1, an adaptive filter is used to generate
an estimate of the echo signal which is then subtracted
from the microphone signal. However, because of the limited
filter order, changes in the acoustic path and non-linearities,
some residual echo often remains. Postfilters are commonly
used to obtain further echo attenuation [1]. Sub-band echo
postfilters have been widely investigated and have proven to
be a good compromise between efficient echo suppression and
low computational complexity [1], [2], [3].

Noise reduction algorithms usually operate in the frequency
domain and are generally based on the assumption that noise is
an additive and relatively stationary perturbation. Commonly
used noise reduction algorithms are based on an estimate of
the noise signal which is used to calculate a noise reduction

filter [1], [4], [5].
Residual echo suppression and noise attenuation problems

can be considered independently. Attempts to build combined
systems for noise reduction and echo suppression can be found
in the literature [2], [6] and have shown to perform well.
The main arguments in favor of such a combined system
are the reduced computational complexity and lower signal
delay due to the use of one analysis and synthesis filter bank,
instead of two, as the filtering takes place in the frequency
domain. Further delay reductions can be achieved by filtering
degraded speech signals in the time domain with finite impulse
response (FIR) filters. Approaches to calculate such an FIR
filter include the Filter Bank Equalizer (FBE), the Low Delay
Filter (LDF), both presented in [7], and the inverse discrete
Fourier transform (IDFT) of spectral gains [1], [8]. In [7],the
performances of the FBE and LDF approaches were assessed
for noise reduction. In [9], we investigated the performances
of FBE, LDF and IDFT filters for sub-band echo postfiltering.

In this paper, we compare these low delay filtering struc-
tures with the classic spectral weighting for combined noise
reduction and echo suppression. We show that FIR filters can
be efficiently used for noise reduction and echo suppression.
An emphasis is made on the IDFT approach which is the least
computational demanding and still yields good performance.

This paper is organized as follows. In the next section we
present the algorithm used for the calculation of the spectral
gains and different filtering schemes which are compared. In
Section III we describe our experimental setup and present our
findings. Our conclusions are presented in Section IV.

II. SYSTEM DESCRIPTION

Figure 1 shows the speech enhancement scheme used in
our investigations: AEC followed by noise reduction and
residual echo suppression, here combined as a postfilter. The
microphone signaly(n) is composed of the near-end speech
signal s(n), the echo signald(n) and the noise signaln(n).
The adaptive filter is used to generate an estimate of the echo
signal d̂(n) which is subtracted from the microphone signal
to obtain the error signale(n). This error signal is composed
of the residual echodr(n), the near-end speechs(n) and the
noise signaln(n). The postfilter then aims to suppress the
residual echo and to attenuate noise.

In the following, we describe the joint noise reduction and
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Fig. 1. Speech enhancement scheme illustrating AEC followed by a
postfilter. Here, the postfilter is a joint noise reduction and residual
echo suppression module.

echo postfilter that are investigated in this paper. SectionII-A
details the sub-band analysis used. In Section II-B, we present
the algorithm used to calculate the postfilter spectral gains.
Lastly, Section II-C presents the 4 different filtering ap-
proaches compared.

A. Sub-band analysis

As shown in Figure 2, the error signale(n) and the
loudspeaker signalx(n) are split into sub-band signalsei(n)
andxi(n) respectively, wherei denotes the sub-band index and
ranges from 0 toM −1. In our system, sub-band analysis and
synthesis are performed through a discrete Fourier transform-
modulated filter bank. One property of such filter banks is
that each bandpass filter corresponds to a frequency shifted
duplicate of a lowpass filterh(n). In the literatureh(n) is
referred to as a prototype filter [1].

The number of sub-bandsM is set to 64 and a dowsampling
factor r is set to 32. The lengthL of the prototype filter is set
to 128. A similar sub-band analysis was reported in [9].

B. Noise reduction and residual echo suppression

The postfilter spectral gains used to process degraded speech
signals are defined as the product of the noise reduction and
echo suppression gains:

Gi(n) = Gn
i (n).Gdr

i (n), (1)

wherei is the sub-band number,Gn
i (n) is the noise reduction

gain andGdr

i (n) is the residual echo suppression gain. The
noise reduction and echo postfiltering spectral gains are cal-
culated independently. The echo postfilter is updated usinga
Wiener rule for echo suppression whereas the noise reduction
filter is a low complexity noise reduction algorithm [10]. The
noise reduction rule is based on the assumption that the amount
of noise that should be attenuated is proportional to the signal
to noise ratio (SNR).

1) Echo postfiltering rule:The gain of the echo postfilter
is the same as that used in [9] and is updated as follows [2]:

Gdr

i (n) =
ξi(n)

1 + ξi(n)
, (2)

where ξi(n) is the signal (near-end speech) to echo ratio
(SER). In our implementation, the SER is estimated through
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Fig. 2. Postfiltering scheme.

the Ephraim and Malah approach [11]:

ξi(n) = β.
ŝ2

i (n − 1)

γ̂drdr

i (n − 1)
+ (1 − β).max(ξpost

i (n), 0) (3)

where the smoothing constantβ lies in the interval]0, 1[,
ŝi(n − 1) is theith sub-band near-end speech signal estimate,
γ̂drdr

i (n) is the residual echo spectral density andξ
post
i (n) is

the a posteriori SER. The residual echo spectral density in
Equation 3,γ̂drdr

i (n), is estimated according to [2]:

γ̂drdr

i (n) =
γxe

i (n)

γxx
i (n)

, (4)

whereγxe
i (n) is the crosspower spectral density betweenx(n)

ande(n) andγxx
i (n) is the loudspeaker power spectral density.

The a posteriori SER in Equation 3,ξpost
i (n), is calculated

according to:

ξ
post
i (n) =

e2

i (n)

γ̂drdr

i (n)
− 1. (5)

The spectral densitiesγxx
i (n) and γxe

i (n) are estimated
through autoregressive smoothing as in [2]. To avoid artifacts,
the echo reduction gain is limited to a spectral floor which is
adapted proportionally to the noise level.

2) Noise reduction rule:The noise reduction gains used are
updated as follows:

Gn
i (n) = min(α.χλ

i (n), 1), (6)

whereα andλ are empiricallly optimised constants andχi(n)
is the signal (near-end speech) to noise ratio (SNR). The SNR
is estimated as follows:

χi(n) =
γee

i (n)

γ̂nn
i (n)

, (7)

where γ̂nn
i (n) is the estimate of the noise spectral density,

which is obtained by minimum statistics tracking method [5].
The spectral densityγee

i (n) is estimated through autoregres-
sive smoothing as in [2]. To avoid artifacts, the noise reduction
gain is limited to a fixed spectral floor.

C. Filtering approaches

As mentioned earlier, the filtering of the degraded speech
signals can take place in the sub-band domain or, alternatively,
in the time domain.

Filtering in the frequency domain consists in applying the
postfilter spectral gains to the sub-band signals through a



multiplication [1] (see Figure 2(a)). The fullband microphone
signal ŝ(n) is then recovered by processing the sub-band
signalsŝi(n) through a synthesis filter bank. In the remainder
of this paper, this approach will be referred to as the SF (sub-
band filtering) approach. For filtering in time domain, the
postfilter sub-band gains are transformed into an FIR filter
before being applied to the fullband microphone signal as
shown in Figure 2(b). Methods to determine the FIR filter
include the FBE approach, the LDF approach [7] and the
IDFT of the spectral gains [1], [9]. The FBE approach is the
time domain mathematical equivalent of sub-band filtering.In
this case, the length of the FIR filter is equal to that of the
prototype filter, which here is equal to 128. The LDF approach
is derived from the FBE by truncating its impulse response
with a shorter window. In our implementation, its length is
truncated to 64. The IDFT filter is an intuitive approach which
consists in using the IDFT of the postfilter spectral gains to
obtain a time domain filter [1]. The length of the IDFT filter
is equal to the number of sub-bands which is 64 in our case.

III. E XPERIMENTAL WORK

A. Experimental setup

The postfilter described in Section II is assessed through
simulations with speech signals. As shown in Figure 1, the
microphone signal is first processed by an AEC module.
The AEC algorithm used in our simulations is a sub-band
normalized least mean square algorithm [9] as in our earlier
work in [9].

Our test database is generated using a set of four far-end
speech signals and four near-end speech signals. The micro-
phone signals used in our simulations contain near-end speech
only, echo only and double talk periods with either car, cafe
or babble noise. The echo signal is obtained by convolving the
loudspeaker signals with an acoustic path measured from real
mobile terminals in an office environment. The loudspeaker
and near-end speech levels are both set to -26dB using the
ITU-T implementation of the speech voltmeter [12] and the
different echo and noise levels are also set using the same tool.
The SNR ranges from 0 to 15dB while the SER ranges from
-5 to 10dB. Our database of degraded speech signals contains
192 sets of microphone and loudspeaker signals.

Performance of the different filtering approaches is assessed
through objective measurements and informal listening tests.
Echo suppression is assessed in terms of echo return loss
enhancement (ERLE). Noise reduction is assessed in terms
of noise attenuation (NA). Perturbation (noise or echo) atten-
uation is measured over adjacent windows ofN samples:

D(m) = 10.log10

(

∑

N e(n)2(N)
∑

N ŝ2(N)

)

(8)

whereD(m) stands for ERLE or NA andN spans over 256
samples. ERLE and NA are computed according to Equation 8.
However, ERLE is measured during echo only periods while
NA is measured during noise only periods. Speech distortion
is assessed in terms of the cepstral distance (CD) measurement
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Fig. 3. Perturbation attenuation

between the clean speechs(n) and the weighted speech signal
s̄(n) [13] as follows:

Cs(m) = IDFT {ln|DFT (s(N))|}

CD(m) =
√

∑

N [Cs(m) − Cs̄(m)]2. (9)

The weighted speech signalss̄(n) are obtained with a method
similar to [13]. When processing degraded speech signals,
the updated spectral gainsGi(n) are stored. These gains
are applied to the clean near-end speechs(n) to obtain the
weighted speech signal̄s(n).

B. Results

Figure 3(a) shows NA against SNR. The NA curves show
that the LDF approach achieves the best performance in
terms of noise reduction. The SF method achieves the worst
performance but there is little difference between the SF, FBE
and IDFT approaches. In general, all the different filtering
approaches have very similar results: the differences between
NA curves is less than 1dB. The ranking of the FBE, LDF and
SF performance is the same as in [7]. The novelty, over what
is already presented in [7], is the IDFT approach which, as
we see in Figure 3(a), is as effective as the other approaches
in reducing noise.

Figure 3(b) shows ERLE against SER. All the filtering ap-
proaches have very similar results (differences between ERLE
curves is less than 0.6dB). Here, we can highlight two main
differences from results presented in our previous work [9].
First, in this paper the FBE achieves the worst performance
and second, the performance for the IDFT approach curve is
very close to that of the SF approach. Tests on clean speech
signals (no additive noise) using the system described in this
paper confirm the observations in [9] concerning the perfor-
mance of the IDFT approach. The observations in [9] were
that the IDFT filter had the worst performance. We explained
this poor performance by the fact that the effective frequency
response of the IDFT filter had, in that case, large variations
(Gibbs phenomenon) between consecutive sub-bands where
the difference in gain was high (greater than 10dB). Our
system is designed so that the difference in gain between
consecutive sub-bands cannot be higher than the spectral
floor which depends on the noise level (see Sections II-B1
and II-B2). In [9], the difference in gain between consecutive
sub-bands can sometimes be large because there is no noise.
The work presented here tackles the problem of echo in the
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presence of noise, and this leads to a reduction in the difference
in gain between consecutive sub-bands and thus to better
results for the IDFT approach.

Figure 4(a) shows cepstral distance against SNR during
near-end speech only periods, i.e. distortions resulting from
noise reduction. We see that the SF approach brings the most
distortions whereas the IDFT approach brings the least. These
results are different from those presented in [7] in which the
SF and FBE approaches were reported to produce speech of
equivalent quality. Our explanation is that this difference is
due to the analysis and synthesis filterbanks which are not
the same in both papers. In [7], the analysis and synthesis
filterbanks used for the SF and FBE approaches are not the
same whereas in this paper they are. Figure 4(b) shows CD
against SNR during double talk periods. The ranking of the
different filtering methods remains the same as in Figure 4(a).
We note an increase of the CD values because during double
talk both echo and noise reduction are active. We also see that
the CD values for the FIR filters are very close to each other.

Informal listening tests reveal that near-end speech during
double talk periods is distorted whereas no distortion is noticed
during near-end speech periods. Listening tests with weighted
speech signals̄s(n) reveal the presence of small distortions of
near-end speech during near-end speech only periods. These
observations imply that echo processing brings more distor-
tions than noise reduction no matter the filtering approach
used. Distortions introduced by the noise reduction are not
audible in processed speech signals due to the masking effect
of residual noise present in processed speech signals. The
distortions observed are crackling noises for signals processed
by FIR filters and the presence of musical noise (random
spectral peaks of short duration) for signals processed in the
spectral domain. As explained in [9], the crackling comes from
the fact that the frequency response of FIR filters is smoother
than that of the original spectral gains which are defined per
sub-band. Nevertheless, these distortions were not perceived as
annoying even during double talks periods as they are masked
by residual noise. The differences between signals processed
by the IDFT, LDF and FBE approaches were hardly audible.
This confirms what might be expected on account of results
illustrated in Figure 4.

IV. CONCLUSION

This paper presents the first comparison of four different
filtering approaches that can be used for joint echo and noise

reduction. Performance of the different filtering approaches
is compared through objective measurements and informal
listening tests.

In the system described here, the FBE has a lower delay
and an increased computational complexity than the SF. In
our system, the LDF and IDFT approaches are equivalent in
terms of signal delay and speech quality. However, the IDFT
approach has the advantage of low complexity and is thus an
appealing alternative to the SF approach.

Results showed that all the filtering methods studied
here can be used efficiently for noise reduction and echo
suppression with few differences between signals processed
in the sub-band domain and those processed with FIR filters.
Substituting the classic SF approach by one of the FIR
filters presented here has an impact on speech quality as we
trade-off one artifact against another. As has already been
done for musical noise reduction, it is of interest to study
means of reducing the crackling noise artifacts in order to
improve speech quality of signals processed by FIR filters.
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