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Abstract

Massive multiple-input multiple-output (MIMO) is considered as one of the key technolo-
gies that will enable the next generation of wireless communications. In order to perform
downlink (DL) beamforming algorithms with large antenna arrays, the biggest challenge
is the acquisition of accurate channel state information at the transmitter (CSIT). To
take up this challenge, time division duplex (TDD) is favorable to massive MIMO systems
thanks to its channel reciprocity in DL and uplink (UL). However, while the physical chan-
nel in the air is reciprocal, the radio-frequency (RF) front-ends in transceivers are not;
therefore, calibration should be used in practical systems to compensate the RF hardware
asymmetry.

In this thesis, we focus on turning massive MIMO concept into reality based on TDD reci-
procity calibration. The contributions can be summarized as follows. First, we propose a
unified framework for reciprocity calibration, which generalizes various calibration meth-
ods existing in literature, providing a higher level view on the calibration problem as well
as opening up possibilities of numerous innovations on calibration methods. Second, based
on this general representation, we propose three new calibration schemes: a fast calibration
method based on antenna grouping, a calibration scheme for hybrid beamforming architec-
ture, as well as a calibration parameter tracking and system health monitoring mechanism
which allows fast detection of parameter change. Third, we carried out measurements
of calibration parameters on a real platform in order to reveal the hardware properties.
Fourth, we study, from a system point of view, how accurately a TDD massive MIMO
system should be calibrated. Last but not least, enabled by TDD reciprocity calibration,
we build up an open source long term evolution (LTE) compatible massive MIMO testbed
based on the OpenAirInterface platform, which can directly provide Internet service to a
commercial device. The testbed demonstrates the feasibility of integrating massive MIMO
into current 3rd Generation Partnership Project (3GPP) standards and its usage in 5G
can be a smooth evolution from current 4G systems.
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Chapter 1

Résumé [Français]

1.1 Abrégé

Entrées multiples, sorties multiples (MIMO) massif est considéré comme l’une des tech-
nologies clés de la prochaine génération de communications sans fil. Afin d’effectuer des
algorithmes de formation de faisceau en liaison descendante (DL) avec un grand réseau
d’antennes, le plus grand défi est l’acquisition d’informations précises d’état de canal à
l’émetteur (CSIT). Pour relever ce défi, le duplex à division temporelle (TDD) est favor-
able aux systèmes MIMO massif grâce à sa réciprocité de canal de la DL et la liaison
montante (UL). Cependant, alors que le canal physique dans l’air est réciproque, les front-
ends de radiofréquence (RF) dans les émetteurs-récepteurs ne le sont pas; par conséquent,
calibration devrait être utilisée dans des systèmes pratiques pour compenser l’asymétrie
matérielle RF.

Dans cette thèse, nous nous efforçons de transformer le concept MIMO massif en réalité
en utilisant la calibration de la réciprocité TDD. Les contributions peuvent être résumées
comme suit. Tout d’abord, nous proposons un cadre unifié pour la calibration de la
réciprocité, qui généralise diverses méthodes de calibration existant dans la littérature,
offrant une vue supérieure sur le problème de calibration ainsi que l’ouverture de nom-
breuses innovations sur les méthodes de calibration. Deuxièmement, sur la base de cette
représentation générale, nous proposons trois nouveaux schémas de calibration: une méthode
de calibration rapide basée sur le groupement d’antennes, un schéma de calibration pour
l’architecture hybride de formation de faisceau, ainsi qu’un mécanisme de suivi des paramètres
de calibration et de surveillance de la santé du système qui permet une détection rapide du
changement de paramètre. Troisièmement, nous avons effectué des mesures des paramètres
de calibration sur une plate-forme réelle afin de révéler les propriétés matérielles. Qua-
trièmement, nous étudions, du point de vue du système, avec quelle précision un système
MIMO massif TDD devrait être calibré. Enfin, grâce à la calibration de réciprocité TDD,
nous avons construit un banc d’essai pour MIMO massif, qui est compatible avec l’évolution
à long terme (LTE) basé sur la plate-forme � open source � OpenAirInterface, et peut di-
rectement fournir un service Internet à un appareil commercial. Le banc d’essai démontre
la faisabilité d’intégrer le MIMO massif dans les normes actuelles du projet de partenariat
de troisième génération (3GPP) et son utilisation dans le 5G peut être une évolution à
partir des systèmes 4G actuels.
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Résumé [Français]

1.2 Introduction

Les communications sans fil posent les bases du monde connecté. Il permet la connexion
de millions d’appareils mobiles qui façonnent notre vie quotidienne. Avec l’augmentation
rapide du nombre d’appareils connectés ainsi que l’émergence de nouvelles applications
telles que la réalité virtuelle, la réalité augmentée, la conduite autonome et les villes in-
telligentes, les systèmes de communication sans fil actuels sont confrontés aux défis de
débit, latence et couverture. Prenant le débit de données comme exemple, la prochaine
génération de systèmes de communication sans fil devrait avoir une augmentation de
1000 fois dans la capacité du réseau [1] pour répondre aux demandes des appareils con-
nectés. Il existe principalement trois approches pour relever ces défis: 1) densification du
déploiement cellulaire, 2) recherche de plus de spectre, et 3) augmentation de l’efficacité
spectrale. Le déploiement massif de petites cellules et l’utilisation d’ondes millimétriques
(mmWave) dans les systèmes de communication sont deux exemples concrets principaux de
la première et de la deuxième approche. Pour le troisième, parmi les diverses propositions,
entrées multiples, sorties multiples (MIMO) massif est une technologie révolutionnaire
qui peut augmenter considérablement l’efficacité spectrale. MIMO massif, initialement
conçu dans [2,3], consiste à utiliser un grand nombre d’antennes à la station de base (BS)
pour servir simultanément plusieurs � user equipments � (UEs) à travers le spectre de
fréquences alloué entier. Dans la transmission en liaison descendante (DL), les antennes
de la BS ajustent leurs poids de précodage de sorte que les signaux d’émission provenant
d’antennes différentes se renforcent mutuellement à la position de l’UE ciblé et s’annulent
à l’emplacement des autres UEs. En liaison montante (UL), la BS applique des procédés
similaires de traitement de signaux afin de détecter les signaux multiplex des différents
UEs.

L’augmentation du nombre d’antennes fournit naturellement une capacité de réseau plus
élevée, réduit la puissance rayonnée grâce au gain de formation de faisceau et augmente
le nombre d’UEs simultanément servis. Cependant, plutôt que d’étendre simplement le
MIMO multi-utilisateur classique, le MIMO massif utilise un nombre excessif d’antennes
à la BS par rapport aux UEs, ce qui conduit à un phénomène appelé � durcissement du
canal � et simplifie grandement le traitement du signal et l’allocation des ressources. Le
canal vu par un UE est composé de canaux physiques à partir d’antennes différentes à la
BS. Lorsque le nombre d’antennes à la BS est grand, grâce à la loi des grands nombres, le
canal composite vu à l’UE tend à être un canal de scalaire simple avec un bruit additif.
Ce canal équivalent à évanouissements uniformes simplifie grandement l’allocation des
ressources et le traitement du signal. En outre, des schémas de codage et modulation
standard conçus pour des canaux à bruit blanc gaussien additif (AWGN) peuvent être
utilisés avec la possibilité de réduire la latence sur la couche physique introduite par de
grands entrelaceur dans les systèmes actuels.

En outre, le MIMO massif est complémentaire aux d’autres innovations technologiques. La
recherche dans la coopération des petites cellules est conforme à un système MIMO massif
avec une topologie distribuée, nommé � MIMO massif distribué � ou réseau d’accès radio
centralisé, collaboratif, nuisible et propre (C-RAN). Systèmes mmWave sont également
favorable à être combiné avec le MIMO massif afin de compenser la forte atténuation de
la radio en raison de l’absorption atmosphérique lors de sa propagation dans l’air.

Compte tenu de ses grands potentiels, le MIMO massif est considéré comme un transfor-
mateur de paradigme des communications sans fil.
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1.2. INTRODUCTION

1.2.1 Motivation

Le défi fondamental pour libérer totalement le potentiel du MIMO massif réside dans
l’acquisition d’informations précises d’état de canal à l’émetteur (CSIT) en DL. L’approche
utilisée dans les systèmes traditionnels est de laisser la BS envoyer des pilotes aux UEs
qui retournent le CSIT mesuré. Lorsque le nombre d’antennes à la BS augmente, cette
approche n’est plus possible puisque les frais généraux dans la UL sont si importants que,
au moment où la BS reçoit le retour, les informations sur le canal pourraient déjà être
obsolètes. Par conséquent, le MIMO massif est initialement conçu pour fonctionner dans le
mode duplex à division temporelle (TDD), car la BS peut obtenir le CSIT via la réciprocité
de canal en DL et UL [4]. Pour le duplex à division fréquentielle (FDD), l’acquisition de
CSIT pour MIMO massif est toujours une question ouverte, même si des efforts, tels que la
réduction des feedbacks en UL [5] ou l’interpolation spatiale [6], ont été faits pour avancer
l’état de l’art. Idéalement, on attribue à chaque UE un pilote orthogonal en UL de sorte que
la BS apprend le canal en DL pour les UEs indépendamment. Cependant, comme le nom-
bre de séquences pilotes orthogonales est limité par le temps de cohérence du canal divisé
par la dispersion du retard de canal de transmission, il est inévitable de réutiliser les pilotes
d’une cellule à l’autre, ce qui rend l’estimation du canal en UL pour un UE contaminé
par l’autre UE assigné avec la même séquence pilote UL dans une autre cellule [7]. Ce
phénomène, appelé �contamination de pilote�, constitue la limite ultime de performance
théorique lorsque le nombre d’antennes passe à l’infini. En optimisant les allocations de
pilote [8], concevant intelligemment des algorithmes d’estimation de canal [9,10] ou en util-
isant les schémas de précodage qui tiennent compte de la structure du réseau [11], les effets
causés par la contamination de pilote peuvent être atténués ou éliminés. La réciprocité de
canal dans les systèmes TDD signifie que les canaux physiques dans l’air sont les mêmes
pour UL et DL dans le temps de cohérence du canal. Cependant, comme l’estimation
du canal est une fonction d’un récepteur dans le domaine numérique, le canal qu’il voit
contient non seulement le canal physique dans l’air, mais aussi les front-ends à fréquence
radio (RF), incluant les composants du convertisseur numérique-analogique (DAC) aux
antennes à l’émetteur (Tx) et la partie correspondante, des antennes au convertisseur
analogique-numérique (ADC), au récepteur (Rx). Étant donné que les front-ends RF dans
Tx et Rx sont différents, le canal d’un point de vue du traitement du signal numérique
n’est pas réciproque. Sans tenant compte de l’asymétrie matérielle entrâınera une inexac-
titude dans l’estimation CSIT et, par conséquent, dégradera gravement les performances
de formation de faisceau en DL [12–15].

Afin de compenser l’asymétrie matérielle et d’obtenir une réciprocité de canal complet, des
techniques de calibration sont nécessaires. Ce sujet a été exploité bien avant l’apparition
du concept MIMO massif. Dans [16–20], les auteurs suggèrent d’ajouter dans les émetteurs-
récepteurs des composants matériels supplémentaires dédiés à la calibration. Cette méthode
compense l’asymétrie de Tx et Rx front-ends RF dans les émetteurs-récepteurs, mais ne
parait pas une solution avec un bon rapport coût-efficacité. [21–24] proposent donc des
schémas de calibration � over-the-air �, où les coefficients de calibration sont estimés en
utilisant des méthodes de traitement de signal basées sur l’estimation de canal bidirection-
nel entre la BS et l’UE. Puisqu’ils restent relativement stables, une fois que ces coefficients
sont obtenus dans la phase d’initialisation du système (phase de calibration), ils peuvent
être utilisés plus tard pour ajuster les estimations instantanées des canaux en UL pour
évaluer le CSIT. Les méthodes traditionnelles de calibration � over-the-air � incluent UE
dans le processus de calibration, ce qui implique que les UE doivent retourner leur canaux
en DL estimés. Bien que les coefficients de calibration soient assez stables et que le système
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ne répète pas la calibration très fréquemment, le retour des informations de canal en DL
pour toutes les antennes BS est encore un processus lourd pour les systèmes MIMO mas-
sifs. Une nouvelle catégorie de méthodes qui peuvent calibrer le système en interne à la BS
sans aucune assistance d’UE sont donc proposées dans [25–29] pour relever ce défi. Ces
méthodes sont appelées �calibration interne�. Malgré cet état de l’art, de nombreuses
questions sont encore ouvertes :

• Les méthodes existantes sont indépendantes l’une de l’autre ou sont-elles liées de
façon inhérente?

• Quelle est la meilleure façon de calibrer un système MIMO massif TDD?

• Quel est le moyen le plus rapide d’atteindre un état calibré?

• Est-il possible de ne pas interrompre le service de données lorsque le système se
calibre?

• Comment calibrer un système MIMO massif avec une structure hybride de formation
de faisceau?

• Comment surveiller un système dans un état calibré, suivre en continu l’évolution
des coefficients de calibration et détecter rapidement les coefficients changés?

• À quoi ressemblent ces paramètres de calibration dans un système pratique?

• Avec quelle précision devons-nous calibrer un système MIMO massif?

De plus, les méthodes de calibration doivent être vérifiées dans un système réel afin de
comprendre les questions suivantes du point de vue de l’implémentation:

• Comment utiliser la calibration de la réciprocité pour faire fonctionner un système
réel de MIMO massif TDD ?

• Est-il possible d’intégrer le MIMO massif dans les standards 3GPP actuels?

• Quels sont les autres défis et les solutions correspondantes dans la construction d’un
banc d’essai de MIMO massif en temps réel compatible à l’évolution à long terme
(LTE)?

Motivé par ces questions, cette thèse aborde ces problèmes en utilisant des approches
théoriques et pratiques. Dans la prochaine section, nous résumons les résultats obtenus et
les contributions.

1.2.2 Contributions

Cette thèse concerne la mise en œuvre du concept MIMO massif. Les contributions peuvent
être résumées en deux aspects. Tout d’abord, nous mettons l’accent sur les méthodes de
calibration de la réciprocité du canal TDD, y compris la généralisation et l’innovation
sur les algorithmes de calibration. Nous avons également effectué des mesures sur les
paramètres de calibration de la réciprocité et effectué une étude sur la précision de DL
CSIT obtenue. Deuxièmement, grâce à la calibration de la réciprocité, nous avons construit
un banc d’essai de MIMO massif conforme à la norme LTE, qui peut directement fournir
des services Internet en temps réel aux terminaux mobiles commerciaux.
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1.2. INTRODUCTION

1.2.3 Méthodes de calibration de la réciprocité du canal TDD

Nous proposons un cadre général pour la calibration de la réciprocité de canal TDD sous
le principe de la �partition du réseau d’antennes�. Presque toutes les méthodes de cal-
ibration existant dans la littérature peuvent être représentées par ce cadre général. Par
exemple, si nous partitionnons le réseau d’antennes en une antenne de référence et un
groupe contenant toutes les autres antennes, effectuant une transmission bidirectionnelle
conduit à la méthode de calibration d’Argos dans [25]. La méthode dans [26] définir des
groupes avec une seule antenne chacun, alors qu’une calibration complète d’Avalanche [29]
équivaut à partitionner le réseau d’antennes en groupes avec max{1, i − 1} de éléments
où i est l’indice du groupe d’antennes. Ce travail combine un effort conjoint de collègues
d’Eurecom et de Huawei Technology (Paris). La proposition initiale sur le cadre général
par l’auteur de cette thèse a ensuite été grandement améliorée par les contributions de Dirk
Slock, Kalyana Gopala, Maxime Guillaud et Alexis Decunringe, avec une représentation
plus mathématiquement sonore.

Ces résultats sont présentés dans Chapitre 5 et ont conduit à

• X. Jiang, A. Decunringe, K. Gopala, F. Kaltenberger, M. Guillaud, D. Slock et L.
Deneire, � A Framework for Over-the-air Reciprocity Calibration for TDD Massive
MIMO Systems �, submitted to IEEE Trans. on Wireless Commun.

La partition du réseau d’antenne ouvre également de nombreuses nouvelles possibilités
pour la calibration de la réciprocité TDD. Dans cette thèse, nous décrivons trois de nos
méthodes proposées: calibration rapide, calibration de la réciprocité pour le système hy-
bride de formation de faisceau et méthode de suivi des paramètres de calibration avec une
capacité de détection rapide du changement des paramètres. La calibration rapide vise à
réduire le nombre de ressources nécessaires pour accomplir le processus de calibration. On
peut prouver que, pour un réseau d’antennes avec un nombre d’éléments égal à M , si le
canal ne change pas pendant le processus de calibration, le nombre d’utilisation de canal
nécessaire pour accomplir la calibration de la réciprocité sont O(

√
2M) si la calibration

est effectué entre les groupes, alors que les méthodes Argos et [26] nécessitent un nombre
d’utilisation de canal de l’ordre de O(M−1). La calibration rapide est un exemple pour il-
lustrer la valeur de la représentation uniforme. Les détails sont présentés dans Chapitre ??.
Pour les structures hybrides, la manière courante pour la transmission consiste à effectuer
une formation de faisceau sélectionné dans un ensemble de faisceaux prédéfinis, ce qui
entrâıne une perte de performance significative dans la plupart des scénarios. Nous pro-
posons ici de partitionner l’ensemble des antennes en deux groupes et d’utiliser multiple
transmissions de pilote entre les deux groupes pour obtenir l’estimation du canal entre
différentes antennes. Il est alors possible de formuler un problème de moindres carrés (LS)
afin d’estimer les paramètres de calibration. Sur la base de cette méthode, nous pouvons
acquérir un CSIT presque parfait pour les systèmes de faisceau hybride.

Ces résultats sont présentés dans Chapitre 6 et publiés dans

• X. Jiang and F. Kaltenberger, “TDD channel reciprocity calibration in hybrid beam-
forming massive MIMO systems”, Technical Report TD(17)04085, COST CA-15104
IRACON, Lund, Sweden, May 2017.

• X. Jiang and F. Kaltenberger, “TDD channel reciprocity calibration in hybrid beam-
forming massive MIMO systems”, submitted to IEEE Journal on Sel. Topics in Sig.
Proc.
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Une autre application de la partition du réseau d’antenne consiste en une méthode de
suivi des paramètres de calibration. Comme le matériel ne peut pas éviter les phénomènes
physiques tels que la surtension ou l’interruption de courant, il faut un mécanisme pour
surveiller la santé du système, surtout la stabilité des paramètres de calibration. Si nous
partageons l’ensemble du réseau d’antennes en deux groupes, il est possible d’effectuer
une transmission bidirectionnelle entre ces deux groupes et de définir une métrique pour
détecter si tous les paramètres restent identiques à ceux de la calibration précédente. Dans
le cas où certains paramètres ont changé, nous divisons les deux groupes, adoptons la même
idée et utilisons un algorithme d’arbre binaire de recherche pour déterminer le paramètre
de quelle châıne RF a changé. L’avantage du suivi des paramètres est que le système peut
éviter d’effectuer le processus de calibration si aucun paramètre ne change et a besoin de
corriger seulement les paramètres modifiés autrement. Ces résultats sont présentés dans
Chapitre 7 et ont conduit à

• X. Jiang, F. Kaltenberger, A. Decunringe, M. Guillaud, “Antenna array calibration
allowing fast correction of sudden impairments variations”, submitted to European
Patent, application number: PCT/EP2017/056303.

Nous avons effectué des mesures sur les paramètres de calibration de la réciprocité afin de
révéler les propriétés matérielles. En particulier, nous avons vérifié l’hypothèse largement
adoptée dans la littérature selon laquelle la matrice de calibration peut être supposée
diagonale, c’est-à-dire que les coefficients de calibration introduits par la diaphonie RF et
le couplage mutuel de l’antenne sont très faibles et peuvent être ignorés dans un schéma
de calibration pratique. Les résultats de l’expérience révèlent également l’évolution des
amplitudes et des phases des paramètres de calibration dans le domaine fréquentielle.
Nous utilisons ensuite les coefficients de calibration obtenus pour estimer le canal en DL
à partir de l’estimation de canal en UL et ensuite effectuer une formation de faisceau avec
le CSIT. Nous mesurons le rapport signal sur bruit (SNR) et comparons avec le cas où la
calibration n’est pas utilisée pour illustrer l’impact de la calibration de la réciprocité sur
la performance de la formation du faisceau.

Ces résultats sont présentés dans Chapitre 8 et publiés dans

• X. Jiang, M. Čirkić, F. Kaltenberger, E. G. Larsson, L. Deneire, and R. Knopp,
“MIMO-TDD reciprocity and hardware imbalances: experimental results,” in Proc.
IEEE Intern. Conf. on Commun. (ICC), London, UK, Jun. 2015, pp. 4949–4953.

Nous avons également étudié la précision de CSIT en DL obtenue à partir de la calibration
de la réciprocité TDD. Comme le CSIT est calculé en utilisant à la fois le canal en UL
estimé et les coefficients de calibration, nous étudions l’impact de ces deux facteurs sur la
précision CSIT. Ces résultats sont présentés dans Chapitre 9 et publiés dans

• X. Jiang, F. Kaltenberger, and L. Deneire, ”How accurately should we calibrate a
massive MIMO TDD system?” in Proc. IEEE ICC 2016 Workshops: Workshop on
5G RAN DESIGN, Kuala Lumpur, Malaysia, May 2016.

1.2.4 Prototype de MIMO massif

Nous avons construit un prototype MIMO massif TDD compatible à LTE basé sur Ope-
nAirInterface, qui peut directement fournir un service Internet à un appareil commercial.
Le banc d’essai met en œuvre le mode de transmission (TM) 7 défini dans 3GPP, version
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8, où un nombre arbitraire d’antennes physiques peut être mappé sur un port d’antenne
logique en utilisant un précodage non-prédéfini. La calibration interne de la réciprocité à
la BS est utilisé pendant la phase d’initialisation et les coefficients de calibration obtenus
sont directement appliqués sur l’estimation de UL afin d’acquérir le CSIT qui est ensuite
utilisé pour calculer les poids de précodage pour la transmission en DL. Nous utilisons des
signaux de référence (RS) spécifiques à l’UE qui sont précodés avec les mêmes poids que
les données pour la démodulation de TM7. Les techniques de parallélisation de � thread
� et � données à plusieurs instructions multiples � (SIMD) sont utilisées pour accélérer la
modulation de l’� orthogonal frequency-division multiplexing � (OFDM) afin de permet-
tre une exécution en temps réel. En outre, nous avons étendu la � Radio Resource Control
� (RRC) dans OpenAirInterface afin de supporter la transmission TM7. Le banc d’essai
MIMO massif OpenAirInterface démontre qu’il est possible d’intégrer la technologie MIMO
massif dans la norme 4G actuelle et son évolution vers 5G peut être une évolution à partir
de la norme LTE. Dans le cadre de la plate-forme OpenAirInterface, le banc d’essai ouvre
ses sources logicielles afin d’aider la recherche universitaire et le développement industriel
dans la technologie MIMO massif.

Ces résultats sont présentés dans Chapitre 10 et publiés dans

• X. Jiang, F. Kaltenberger, R. Knopp, and H. Maatallah, “Openairinterface mas-
sive mimo testbed : A 5g innovation platform”, OpenAirInterface Software Alliance
White Paper and Video, http://www.openairinterface.org/?page id=1760, Sep. 2016.

• X. Jiang and F. Kaltenberger, “OpenAirInterface Massive MIMO Testbed: A 5G
Innovation Platform”, Technical Report TD(16)02044, COST CA-15104 IRACON,
Durham, UK, Oct. 2016.

• X. Jiang and F. Kaltenberger. “Demo: an LTE compatible massive MIMO testbed
based on OpenAirInterface”, 21st Intern. ITG Workshop on Smart Antennas (WSA),
Berlin, Germany, Mar. 2017.

• F. Kaltenberger, X. Jiang and R. Knopp, “From massive MIMO to C-RAN: the
OpenAirInterface 5G testbed”, accepted in 51st Asilomar Conf. on Sig., Sys. and
Comp.

1.3 Conclusion

Cette thèse traite du problème de transformer le MIMO massif d’un concept théorique à
des systèmes pratiques, en mettant l’accent sur la calibration de la réciprocité du canal
TDD. Correctement et efficacement calibrer l’asymétrie Tx et Rx sur les chaines RF est
essentiel pour l’acquisition CSIT basée sur la réciprocité dans les systèmes MIMO massif
TDD. Nous proposons un cadre général basé sur l’échange de pilote pour la calibration
� over-the-air �. Différentes méthodes de calibration existant dans la littérature, en par-
ticulier, ceux qui concernent la calibration interne à la BS, adaptées aux systèmes MIMO
massif, peuvent être représentées par ce cadre général à l’aide d’une partition du réseau
d’antennes. Estimation optimale et la borne Cramér-Rao (en tant que référence de per-
formance) sont dérivée. Nous avons également discuté sur accumulation cohérente et non
cohérente et soulignons qu’il est possible d’intégrer le processus de calibration au service
de données, de sorte que la consommation de ressource de calibration disparaisse. Le cadre
général ouvre de nombreuses possibilités d’innovations sur la calibration de la réciprocité.
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Tout d’abord, effectuer des échanges de pilotes à l’aide de groupes d’antennes plutôt que
d’utiliser des éléments individuels peut accélérer le processus de calibration. Nous avons
montré que, pour calibrer un réseau d’antennes avec un nombre d’antennes M à l’aide
d’une accumulation cohérente, le minimum d’utilisation de canal nécessaire est sur l’ordre
de O(

√
M) plutôt que sur O(M) pour d’autres méthodes existantes dans la littérature.

Deuxièmement, pour un système de formation de faisceau hybride analogique-numérique
fonctionnant en mode TDD, nous proposons de partitionner le réseau d’antennes en deux
groupes et de calibrer le système en utilisant une transmission de pilote bidirectionnelle en-
tre eux1. Un système de formation de faisceau hybride basé sur la calibration de réciprocité
donne la possibilité d’acquérir un CSIT parfait en DL, et donc surpasse de manière sig-
nificative le cas où nous opérons le système en modes traditionnels par entrâınement de
faisceau basé sur un ensemble de faisceaux prédéfinis. Troisièmement, nous proposons
également une méthode de calibration qui peut suivre l’évolution des coefficients de cali-
bration. Il fournit un mécanisme pour surveiller le système dans un état calibré et lorsqu’il
y a un changement sporadique et soudain, il permet une détection rapide sur ce paramètre
changé. En plus de ces nouvelles méthodes de calibration, nous avons également réalisé une
campagne de mesure pour les coefficients de calibration de la réciprocité sur les matériels
RF réels. Les résultats révèlent les propriétés de ces coefficients et vérifient, dans un
système MISO à petite échelle, l’hypothèse diagonale sur la matrice de calibration qui
est largement adoptée dans la littérature. Nous avons également étudié la précision du
CSIT obtenu impacté par la précision de la matrice de calibration et de le canal en UL
instantanément estimé.

Grâce à la calibration de la réciprocité TDD, nous avons construit un banc d’essai de
MIMO massif compatible à LTE sur la plate-forme OpenAirInterface. Il peut interagir
avec des appareils commerciaux, ce qui démontre la possibilité d’intégrer un MIMO massif
dans les systèmes 4G actuels. Il montre également la faisabilité d’utiliser la calibration
pour l’acquisition de CSIT dans un system réel. La mise en œuvre identifie d’autres défis
pour la construction de systèmes et propose des solutions correspondantes. Bien que des
résultats intéressants aient été établis dans cette thèse, certains problèmes ne sont pas
résolus. Dans Chapitre 5 et 6, nous avons comparé les performances de calibration du
groupement d’antennes entrelacées et non entrelacées. Cependant, la meilleure façon de
regrouper les antennes est toujours une question ouverte. En outre, dans le cadre de
la calibration unifiée, une autre dimension de l’innovation réside dans la conception du
pilote. Nous n’avons pas pleinement exploré ce sujet dans la thèse actuelle, mais utilisons
simplement un pilote Fourier à amplitude constante dans la plupart des simulations. En
termes d’expérience et de mesure, une question essentielle est la modélisation des canaux
intra-réseau d’antennes. Le canal de champ proche entre deux éléments dans le même
réseau d’antennes dépend fortement du type d’antenne et de l’arrangement des éléments
d’antenne. Des mesures du monde réel sont nécessaires pour révéler les propriétés et pour
établir un modèle approprié. Certains résultats intéressants sont rapportés dans [28]. Nous
travaillons également de notre côté pour faire avancer l’état de l’art sur cette recherche.
Une autre question concerne la diaphonie RF et l’accouplement mutuel de l’antenne. Dans
Chapitre ??, nous avons vérifié l’hypothèse diagonale sur la matrice de calibration dans
un système MIMO à petite échelle. Bien que la modélisation théorique dans [19], ainsi
que l’expérience pratique dans la plupart des littératures [25, 28], tous soulignent que
la diaphonie RF et l’accouplement mutuel d’antenne peuvent être ignorés, comme nous

1Cette méthode est valable pour une architecture de � subarray �. Pour une architecture � fully
connected �, la transmission bidirectionnelle doit être effectuée avec un dispositif assistant ou un UE.
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1.3. CONCLUSION

l’avons supposé dans Chapitre ??-??, il vaut toujours une grande valeur pour augmenter
l’échelle de l’expérience dans Chapitre ?? pour vérifier cette hypothèse dans un contexte
MIMO massif. Du point de vue du développement du banc d’essai et de la mise en œuvre
du système, plusieurs aspects doivent être faits pour faire évoluer la version actuelle.
Aujourd’hui, le banc d’essai ne peut créer qu’un faisceau étroit vers un seul UE avec TM7.
Pour servir simultanément plusieurs UEs, les efforts de développement sont nécessaires
pour permettre aux TM8, TM9 ou aux nouveaux TMs qui pourraient apparâıtre dans
les futures normes 3GPP. En outre, la calibration de la réciprocité est effectuée à l’aide
de scripts Octave lorsque le système est initialisé, il est intéressant de voir comment ce
processus peut être intégré à l’opération en temps réel. D’ailleurs, le MIMO massif co-
localisé effectue le traitement du signal dans un PC, ce qui lui permet de traiter tous les
calculs localement. L’évolution de cette architecture vers une topologie distribuée, alignée
avec l’architecture C-RAN, permet d’affecter une partie des tâches de calcul au cloud alors
que d’autres tâches aux unités de radio distribuées. Cela permet de relâcher la contrainte
de calcul en temps réel dans le banc d’essai.
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Chapter 2

Introduction

Wireless communications lay the foundation of today’s connected world. It enables the
connection of millions of mobile devices that are shaping our daily life. With the rapidly
increase in the number of connected devices as well as the emergence of new applications
such as virtual reality, augmented reality, autonomous driving and smart cities, the current
wireless communication systems are challenged in data throughput, latency and coverage.
Taking the data throughput as an example, the next generation of wireless communication
systems is expected to have 1000-fold increase in the network capacity [1] to meet the
demand for connected devices.

There mainly exist three approaches to take up these challenges: 1) densification of the cell
deployment, 2) search for more spectrum, and 3) increasse in the spectral efficiency. The
massive deployment of small cells and use of millimeter waves (mmWave) in communication
systems are two main concrete examples of the first and second approaches. For the third,
among various proposals, massive multiple-input multiple-output (MIMO) appears to be
a breakthrough technology that can dramatically increase the spectral efficiency.

Massive MIMO, originally conceived in [2,3], consists in using a large number of antennas at
the base station (BS) to simultaneously serve multiple user equipments (UEs) through the
entire allocated frequency spectrum. In the downlink (DL) transmission, the BS antennas
adjust its precoding weights so that transmit signals from different antennas reinforce each
other at the target UE and cancel out each other at the locations of other UEs. In the
uplink (UL), the BS applies similar signal processing methods in order to de-multiplex
signals from different UEs.

Increasing the number of antennas naturally provides a higher network capacity, reduces
the radiated power thanks to the beamforming gain and increases the number of simul-
taneously served UEs. However, rather than simply scaling up the classical multi-user
MIMO, massive MIMO uses an excess number of BS antennas compared with UEs, which
leads to a phenomenon called “channel hardening” and thus greatly simplifies the signal
processing and resource allocation. In fact, the channel seen by a UE is composed of phys-
ical channels from different antennas at the BS. When the number of antennas at the BS
is large, due to the law of large numbers, the composite channel seen at the UE tends to be
a simple scalar channel with additive noise. This equivalent frequency flat fading channel
greatly simplifies resource allocation and signal processing. Additionally, standard coding
and modulation schemes designed for additive white Gaussian noise (AWGN) channels
can be used, with the possibility of reducing the latency on the physical layer introduced
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by large inter-leavers.

Moreover, massive MIMO is complementary to other technology innovations. The research
in small cells cooperation is in line with a massive MIMO system with a distributed topol-
ogy, named “distributed massive MIMO” or Centralized, Collaborative, Cloud and Clean
Radio Access Network (C-RAN). mmWave systems are also favorable to be combined with
massive MIMO in order to alleviate the strong radio attenuation due to the atmospheric
absorption when propagating in the air.

Given its great potentials, massive MIMO is considered as a paradigm shifter of wireless
communications.

2.1 Motivation

The fundamental challenge to fully release the potential of massive MIMO lies in the acqui-
sition of accurate DL channel state information at the transmitter (CSIT). The approach
used in traditional systems is to let the BS send pilots to UEs who then feed back the mea-
sured DL CSIT to the BS. When the number of antennas at the BS grows, this approach
is no longer feasible since the overhead in the UL is so large that, at the time when the
BS receives the feedback, the channel information might already be outdated. Therefore,
massive MIMO is initially conceived to work in time division duplex (TDD) mode, as the
BS can obtain the CSIT through the DL and UL channel reciprocity [4]. For frequency
division duplexing (FDD), acquiring accurate enough CSIT for massive MIMO BS is still
an open question, although efforts, such as reducing the UL feedback [5] or performing
spatial interpolation [6], were made to advance the state of the art.

Ideally, every UE is assigned an orthogonal UL pilot so that the BS learns the DL channel
for UEs independently. However, as the number of orthogonal pilot sequences is limited
by the channel coherence time divided by the channel delay spread, it is unavoidable
to reuse the pilots from one cell to another, making the UL channel estimation for one
UE contaminated by the other UE assigned with the same UL pilot sequence in another
cell [7]. This phenomenon, named as “pilot contamination” constitutes a theoretical ul-
timate performance limit when the number of antennas goes to infinity. By optimizing
the pilot allocations [8], smartly designing channel estimation algorithms [9, 10] or using
precoding schemes that take into account network structure [11], the effects caused by
pilot contamination can be mitigated or eliminated.

Channel reciprocity in TDD systems means that the physical channels in the air are the
same for UL and DL within the channel coherence time. However, as channel estimation
is a function of a receiver in the digital domain, the channel it sees contains not only
the physical channel in the air but also radio frequency (RF) front-ends, including the
hardware from digital-to-analog converter (DAC) to transmit antennas at the transmitter
(Tx) and the corresponding part, from receiving antennas to analog-to-digital converter
(ADC), at the receiver (Rx). Since the RF front-ends in Tx and Rx are different, the
channel from a digital signal processing point of view is not reciprocal. Not accounting for
hardware asymmetry will cause inaccuracy in the CSIT estimation and, as a consequence,
seriously degrade the DL beamforming performance [12–15].

In order to compensate the hardware asymmetry and achieve a full channel reciprocity, cal-
ibration techniques are needed. This topic has been exploited long before the appearance
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of the massive MIMO concept. In [16–20], authors suggest to add additional hardware
components in transceivers which are dedicated to calibration. This method compensates
the Tx and Rx RF asymmetry in the transceivers, but does not appear to be a cost-effective
solution. [21–24] thus put forward “over-the-air” calibration schemes, where the calibration
coefficients are estimated using signal processing methods based on bi-directional channel
estimation between BS and UE. Since hardware properties can be expected to remain rel-
atively stable, once these coefficients are obtained in the initialization phase of the system
(calibration phase), they can be used later to adjust instantaneous UL channel estimations
to assess the CSIT.

Traditional “over-the-air” calibration methods involves UE in the calibration process, im-
plying that UEs have to feed their estimated DL channel back to the BS. Although the
calibration coefficients are quite timely stable, and the system does not repeat the cali-
bration very frequently, feeding back DL channel information for all BS antennas is still a
heavy process for massive MIMO systems. A new category of methods that can calibrate
the system internally at BS without any assistance of UE are thus proposed in [25–29] to
take up this challenge. These methods are named as “BS internal calibration”. Despite
these achievements, many questions are still unclear and need to be further investigated:

• Are those existing methods independent with each other or inherently related?

• What is the best way to calibrate a TDD massive MIMO system?

• What is the fastest way to achieve a calibrated status?

• Is it possible to not interrupt the data service when the system is calibrating itself?

• How to calibrate a hybrid beamforming structure massive MIMO systems?

• How to monitor a system in a calibrated status, continuously follow the evolution of
the calibration coefficients and quickly detect changed coefficients?

• What do those calibration parameters look like in a practical system?

• How accurately should we calibrate a massive MIMO system?

Additionally, calibration methods should be verified in a real system in order to understand
the following questions from a system implementation point of view:

• How to use reciprocity calibration to enable a real world TDD massive MIMO sys-
tem?

• Is it possible to integrate massive MIMO into current 3GPP standards?

• What are other challenges and corresponding solutions in building up a Long Term
Evolution (LTE) compatible real time massive MIMO testbed?

Motivated by these questions, this thesis addresses these problems using both theoretical
and practical approaches. In the next section, we summarize the achieved results and the
contributions.

2.2 Contributions

This thesis mainly concerns bringing the massive MIMO concept into reality. The con-
tributions can be summarized in two aspects. First, we put a focus on the TDD channel
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reciprocity calibration methods, including generalizing and innovating on the calibration
algorithms. We also carried out measurements on reciprocity calibration parameters and
performed a study on the obtained DL CSIT accuracy. Second, based on reciprocity
calibration, we built up an LTE standard compliant massive MIMO testbed, which can
directly provide real time Internet services to commercial mobile terminals.

2.2.1 TDD channel reciprocity calibration methods

We propose a general framework for TDD channel reciprocity calibration under the prin-
ciple of “antenna partition”. Almost all existing calibration methods in literature can be
represented by this general framework. For example, if we partition the array into a refer-
ence antenna and a group containing all other antennas, performing bi-directional trans-
mission using timely orthogonal pilots, leads to the Argos calibration method in [25]. The
method [26] consists in defining groups each with one antenna, whereas a full Avalanche
calibration [29] is equivalent to partition the antenna array into groups with max{1, i− 1}
where i is the index of the antenna group. This work combines a joint effort from colleagues
in Eurecom and Huawei Technology (Paris). The initial proposal on the general framework
from the author of this thesis was later greatly improved by contributions from Dirk Slock,
Kalyana Gopala, Maxime Guillaud and Alexis Decunringe with a more mathematically
sound representation.

These results are presented in Chapter 5 and has lead to

• X. Jiang, A. Decunringe, K. Gopala, F. Kaltenberger, M. Guillaud, D. Slock, and L.
Deneire, “A Framework for Over-the-air Reciprocity Calibration for TDD Massive
MIMO Systems”, submitted to IEEE Trans. on Wireless Commun.

Antenna partition also opens up many new possibilities for TDD reciprocity calibration.
In this thesis, we describe three of our proposed methods: Fast calibration, reciprocity
calibration for hybrid beamforming system and calibration parameter tracking with change
detection.

Fast calibration aims at reducing the number of channel uses (time slots) needed to accom-
plish the calibration process. It can be proven that for an antenna array with M antennas,
if the channel does not change during the calibration process, the channel uses needed to
accomplish the reciprocity calibration is O(

√
2M) if the calibration is performed between

groups whereas both Argos method and the method in [26] need a number of channel
uses on the order of O(M − 1). The details are presented in Chapter 5 as an example to
illustrate the value of the uniform representation.

For hybrid structures, the common way of enabling beamforming transmission is to per-
form beam training in a pre-defined beam set, which leads to significant performance loss
in most scenarios. We propose here to partition the whole antenna array into two groups
and to use multiple pilot transmission between the two antenna groups to achieve the chan-
nel estimation between different antennas. It is then possible to formulate a least squares
(LS) problem in order to estimate calibration parameters. Based on this method,we can
achieve near perfect CSIT for hybrid beamforming systems.

These results are presented in Chapter 6 and published in

• X. Jiang and F. Kaltenberger, “TDD channel reciprocity calibration in hybrid beam-
forming massive MIMO systems”, Technical Report TD(17)04085, COST CA-15104
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IRACON, Lund, Sweden, May 2017.

• X. Jiang and F. Kaltenberger, “TDD channel reciprocity calibration in hybrid beam-
forming massive MIMO systems”, submitted to IEEE Journal on Sel. Topics in Sig.
Proc.

Another application using antenna partition consists in calibration parameter tracking. As
hardware can not avoid physical phenomenons such as power surge or power interruption,
a mechanism to monitor the system health including the consistency of calibration pa-
rameters is needed. If we partition the whole antenna array into two groups, it is possible
to perform one bi-directional transmission between these two groups and define a metric
to detect if all parameters stay the same as previous calibration. In the case where some
parameters changed, we further partition the two groups, adopt the same idea and use
a binary search tree algorithm to find out which RF chain has its calibration parameter
changed. The benefit of parameter tracking is that the system can avoid performing the
calibration process if no parameter changes, and needs to only recalibrate the changed
parameters otherwise.

These results are presented in Chapter 7 and has lead to

• X. Jiang, F. Kaltenberger, A. Decunringe, M. Guillaud, “Antenna array calibration
allowing fast correction of sudden impairments variations”, submitted to European
Patent, application number: PCT/EP2017/056303.

We carried out measurements on reciprocity calibration parameters in order to reveal the
hardware properties. Especially, we verified the widely adopted assumption in literature
that the reciprocity calibration matrix can be assumed diagonal, i.e. calibration coefficients
introduced by RF crosstalk and antenna mutual coupling are very small and can be ignored
in a practical calibration scheme. The results from the experiment also reveal the evolution
of the calibration parameters’ amplitudes and phases on frequency. We then use the
obtained calibration coefficients to estimate the DL channel from UL channel estimation
and then perform beamforming with the CSIT. We measure the beamforming signal-to-
noise ratio (SNR) and compare with the case where calibration is not used in order to
illustrate the impact of the reciprocity calibration on the beamforming performance.

These results are presented in Chapter 8 and published in

• X. Jiang, M. Čirkić, F. Kaltenberger, E. G. Larsson, L. Deneire, and R. Knopp,
“MIMO-TDD reciprocity and hardware imbalances: experimental results,” in Proc.
IEEE Intern. Conf. on Commun. (ICC), London, UK, Jun. 2015, pp. 4949–4953.

We also studied the DL CSIT accuracy obtained from TDD reciprocity calibration. As
the CSIT is calculated using both estimated UL channel and calibration coefficients, we
study the impact of both factors on the CSIT accuracy.

These results are presented in Chapter 9 and published in

• X. Jiang, F. Kaltenberger, and L. Deneire, ”How accurately should we calibrate a
massive MIMO TDD system?” in Proc. IEEE ICC 2016 Workshops: Workshop on
5G RAN DESIGN, Kuala Lumpur, Malaysia, May 2016.
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2.2.2 Massive MIMO prototyping

We built up an LTE compatible TDD massive MIMO prototype based on OpenAirIn-
terface, which can directly provide Internet service to a commercial device. The testbed
implements Transmission Mode (TM) 7 defined in 3rd Generation Partnership Project
(3GPP) Release 8, where an arbitrary number of physical antennas can be mapped to
a logical antenna port using non-codebook-based precoding. BS internal reciprocity cal-
ibration is used during the initialization phase and the obtained calibration coefficients
are directly applied on the UL channel estimation in order to acquire the DL CSIT which
is further used to calculate the DL precoding weights used in logical to physical antenna
mapping. We use UE specific reference signals (RS) which are precoded with the same
weights as the data for TM7 demodulation. Thread parallelization and “single instruction
multiple data” (SIMD) techniques are used to speed up the precoding and orthogonal
frequency-division multiplexing (OFDM) modulation in order to enable the testbed to run
in real time. Additionally , we extended the Radio Resource Control (RRC) signaling in
OpenAirInterface in order to support TM7 transmission.

The OpenAirInterface massive MIMO testbed demonstrates that it is possible to integrate
massive MIMO technology into current 4G standard and its evolution towards 5G can
be a smooth evolution starting from the LTE standard. As a part of OpenAirInterface
platform, the testbed opens its software sources in order to help the academic research
and industrial development in massive MIMO technology.

These results are presented in Chapter 10 and published in

• X. Jiang, F. Kaltenberger, R. Knopp, and H. Maatallah, “Openairinterface mas-
sive mimo testbed : A 5g innovation platform”, OpenAirInterface Software Alliance
White Paper and Video, http://www.openairinterface.org/?page id=1760, Sep. 2016.

• X. Jiang and F. Kaltenberger, “OpenAirInterface Massive MIMO Testbed: A 5G
Innovation Platform”, Technical Report TD(16)02044, COST CA-15104 IRACON,
Durham, UK, Oct. 2016.

• X. Jiang and F. Kaltenberger. “Demo: an LTE compatible massive MIMO testbed
based on OpenAirInterface”, 21st Intern. ITG Workshop on Smart Antennas (WSA),
Berlin, Germany, Mar. 2017.

• F. Kaltenberger, X. Jiang and R. Knopp, “From massive MIMO to C-RAN: the
OpenAirInterface 5G testbed”, accepted in 51st Asilomar Conf. on Sig., Sys. and
Comp.
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Chapter 3

Massive MIMO Background

3.1 Fundamentals of massive MIMO

Multiple antenna technology, also known as MIMO consists in exploiting the spatial di-
mension to increase the spectral efficiency per time and frequency resource. In this section,
we firstly give a brief review on the evolution of MIMO technology, starting from single-
input single-out (SISO), going through single-user MIMO (SU-MIMO), multi-user MIMO
(MU-MIMO) and arriving to massive MIMO. We then present the fundamentals, benefits
and challenges of the massive MIMO technology. This overview mainly follows the content
in [3, 7, 30,31].

3.1.1 From SISO to MIMO

In the most basic wireless communication system, where both the transmitter and receiver
have a single antenna, which is known as SISO system, the fundamental signal model under
the point-to-point deterministic channel with Gaussian noise is given by

y =
√
ρx+ n, (3.1)

where n is the receiver noise following a standard circularly symmetric complex Gaussian
distribution CN (0, 1) [32]. x is the transmitted signal with a zero mean and unit power
constraint such as E[x] = 0 and E{|x|2} ≤ 1. ρ is a constant scaling the transmit signal.
Since in our model both n and x have normalized variance, ρ is interpreted as the SNR.
The Shannon capacity [33] in terms of bit/s/Hz is

C = log(1 + ρ), (3.2)

which is achieved when the input signal x follows a Gaussian distribution.

The introduction of multiple antennas, named MIMO, offers an approach to substantially
improve the special efficiency. The usage of multiple antennas can be classified into three
main categories: transmit/receive diversity, spatial multiplexing and beamforming. In
transmit/receive diversity, transceivers usually exploit the spatial diversity using space-
time or space-frequency coding to enhance the transmission robustness in a fading channel.
Spatial multiplexing consists in using multiple antennas to transmit multiple data schemes
in parallel to increase the channel capacity. For beamforming, precoding is used on different
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antennas in order to create a virtual antenna pattern to enhance the received signal on
the target user and to reduce interference to other users.

The first way to use MIMO for spatial multiplexing is the SU-MIMO, also known as the
point-to-point MIMO, where the BS equipped with an antenna array send multiple data
streams to a multi-antenna UE. Assuming M and K being the number of antennas at the
BS and UE, the DL1 channel capacity in the presence of additive white Gaussian noise at
the receiver is

Cdl = log2

∣∣∣IK +
ρdl
M

GHG
∣∣∣ (a)

= log2

∣∣∣IM +
ρdl
M

GGH
∣∣∣ (3.3)

where G is the M×K channel matrix. ρdl is the DL SNR, proportional to the total trans-
mission power at the BS. IM is an identity matrix of size M . In (a), we used Slyvecter’s
determinant theorem |I + AAH | = |I + AHA|. To achieve the capacity in (3.3), the re-
ceiver needs to have the knowledge of G whereas the transmitter does not need to know
G. Note that if the transmitter has the DL channel information, the channel capacity
can be improved by optimizing the power allocation on the transmit signal following the
water-filling principle, however, this is seldomly used in practice since the benefits would
almost never justify the effort in obtaining the CSIT.

Theoretically, Cdl scales linearly with min(M,K), implying that by simultaneously scaling
up the number of antennas at the BS and UE, it is possible to increase the channel capacity.
However, in practice, due to the limitation of antenna array size and the line-of-sight (LoS)
propagation condition, it is difficult to have min(M,K) independent channels for parallel
data streams transmission. Especially, at the UE side, the limitation of the device size
and cost constraint prohibits the usage of a large number of antennas and independent RF
chains, as well as real time data processing with high complexity. Additionally, near the
cell edge, where the SNR is low due to high path loss, the spectral efficiency scales slowly
with min(M,K).

The size limitation to host many antennas at the UE can be solved by breaking the K
antennas into multiple UEs, which yields the MU-MIMO, where the BS serves multiple
UEs using the same time and frequency resource. The DL sum spectral efficiency is given
by

Cdl = max
v

log2

∣∣IM + ρdlGDvGH
∣∣ (3.4)

Dv = diag{v1, v2, · · · , vK} with vk ≥ 0 and
∑K

k=1 vk ≤ 1 is the power allocation strategy
at the BS constructed. ρdl is the DL SNR. Both the BS and UE needs to have the CSI to
achieve the DL performance. Note that, assuming an equal power allocation constraint at
the BS, Dv = 1

M IK , (3.4) collapses to (3.3).

MU-MIMO is much less sensitive to assumptions on the propagation environment thanks to
the fact that multiple UEs can be physically located in different places, e.g., LoS conditions
are stressing for SU-MIMO but not for MU-MIMO. Besides, it is possible to use single
antenna UE in MU-MIMO, enabling low cost and legacy UEs to benefit from the MIMO
technology. However, to achieve (3.4), both BS and UE must know G, which implies that
substantial resources are needed for pilot transmission. At the same time both BS and UE
requires complicated signal processing in MU-MIMO. These two facts limits the practical
use of MU-MIMO in its original form.

1In this thesis, we concentrate on the DL transmission which is more important and challenging in
terms of system performance.
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3.1. FUNDAMENTALS OF MASSIVE MIMO

3.1.2 Massive MIMO fundamentals

Massive MIMO, originally introduced in [2, 3], is an extension of MU-MIMO. In this
technology, the BS equipped with a large number of antennas serves a cell with a large
number of UEs. The fundamental distinctions between massive MIMO and MU-MIMO
can be summarized in three aspects: first, only the BS learns the CSI G; second, the
number of BS antennas, M , is typically much larger than K; third, simple linear signal
processing, such as maximum ratio transmission (MRT) or zero-forcing (ZF), is used both
on the UL and on the DL.

Let us assume G ∈ CM×K is a product of a small scale fading matrix H ∈ CM×K and

a large scale fading matrix D
1/2
β ∈ CK×K accounting for path loss and shadow fading,

such as G = HD
1/2
β , where the elements of H have magnitudes of one and D

1/2
β is a

diagonal matrix with the vector β as its diagonal, D
1/2
β = diag{β1, β2, · · · , βK}. As M

becomes large (M � K), the column-vectors of the propagation matrix are asymptotically
orthogonal, thus

1

M
(GHG) = D

1/2
β

1

M
(HHH)D

1/2
β ≈ Dβ (3.5)

When M grows without bound, the asymptotic sum rate is

Cdl = max
v

log2

∣∣IM + ρdlGDvGH
∣∣

= max
v

log2

∣∣∣IK + ρdlD
1/2
v GHGD

1/2
v

∣∣∣
≈max

v
log2 |IK +MρdlDvDβ|

= max
v

K∑
k=1

log2(1 +Mρdlvkβk),

(3.6)

which is the sum of the spectral efficiencies of the K terminals. It is shown in [31] that
even with the simplest MRT, we can achieve this sum-capacity.

Massive MIMO does not only increase the sum spectral efficiencies, but also brings many
other benefits. For example, as the channel seen by each terminal is a combination of the
channels from a large number of BS antennas, the law of large numbers leads the combined
channel to be deterministic with small-scale fading and frequency dependence disappear
when M grows. This phenomenon is known as “channel hardening”. It makes many
traditional system designs against small scale fading or fading in the frequency domain
irrelevant. The main benefits of massive MIMO are summarized as follows [7] :

• Significantly increasing the network capacity and improving the radiated energy
efficiency;

• Being possible to be built with inexpensive, low-power hardware components, espe-
cially with low cost power amplifiers since the output signal per antenna is small;

• Reducing the latency on the air interface, since small-scale fading disappears;

• Simplifying the multiple access as the channel hardens in the frequency domain and
each terminal can be given the whole bandwidth;

• Increasing the robustness against interference with many excess degrees of freedom.
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Massive MIMO Background

To bring the massive MIMO concept to reality, there are many challenges to address,
among which [7] :

• Channel reciprocity calibration

To fully exploit the potential of the large number of antennas, BS needs to have
accurate CSI. Massive MIMO relies on the channel reciprocity in TDD to acquire
the DL CSI based on UL channel estimation. However, as the transmit and receive
hardware in transceivers are not symmetric, reciprocity calibration is essential for
CSIT acquisition. Calibrating massive MIMO and maintaining the system in a
calibrated status is an important topic and will be the focus of this thesis.

• Pilot contamination

As the BS relies on the UL channel estimation for CSIT acquisition, in a multi-cell
scenario, it is unavoidable to reuse the UL pilot from one cell to another, since the
maximum number of orthogonal pilot sequences is upper-bounded by the duration
of the coherence interval divided by the channel delay spread. Pilot reuse lead to the
fact that the UL channel estimation for one UE is contaminated by UEs in other cells
sharing the same UL pilot sequences. Pilot contamination constitutes an ultimate
limit on performance when M becomes large.

• Fast and distributed coherent signal processing

With the increase of network capacity, the massive MIMO BS has to process a huge
amount of data in real time. This is very challenging in system implementation
as we’ll show in our own implementation experience in Section 10.5. Designing
signal processing algorithms with low complexity and the possibility to distribute
the calculation to different modules in the system is another important question.

There are many other challenges, such as designing the system against hardware impair-
ments, characterizing massive MIMO channel, building up massive MIMO with low cost
hardware, reducing the baseband processing power consumption, system operation with
no or limited CSI, enabling massive MIMO in FDD, etc.

Research efforts in recent years have greatly pushed the frontier of the study of massive
MIMO and many solutions were proposed to address these various challenges with different
approaches. In this thesis, we mainly focus on the channel reciprocity calibration, based
on which we built up a 3GPP standard compatible massive MIMO system, which can
further make its contribution in turning massive MIMO into reality.

3.2 MIMO and massive MIMO in 3GPP standards

Although the usage of beamforming can be tracked back to more than 60 years ago in
military applications, the introduction of MIMO technology into commercial wireless net-
works starts around the year 2000 [34]. The first adoption of MIMO in 3GPP standards
happens in Release 7 version of High Speed Downlink Packet Access (HSDPA). Soon later,
from Release 8 on, MIMO has been considered as a key technology on the physical layer
in the LTE standardization.
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3.2.1 Transmission modes and antenna ports

LTE defines 10 different transmission modes (TMs) for different usage of multiple antennas
(transmit diversity, spatial multiplexing and beamforming), as shown in Table 3.1, where
TM 1-7 are defined in Release 8, TM 8 is added in Release 9 and in Release 10 and 11,
3GPP introduced TM 9 and TM 10, respectively.

Among these TMs, TM 1 is the single antenna scheme (SISO), TM 2 corresponds to trans-
mit diversity, TM 3-6 are spatial multiplexing schemes and TM 7-10 uses beamforming2.
For TM 7-10, 3GPP does not specify the precoding weights and leaves the flexibility to
system implementation. Later, in this thesis, we show that as it is possible to acquire
very accurate CSIT by exploiting the TDD channel reciprocity, we can take full use of this
flexibility and calculate the beamforming weights based on the CSIT.

Transmission
modes

Description DCI Format
(Main)

Comment

1 Single transmit antenna 1/1A Single antenna
port 0

2 Transmit diversity 1/1A 2 or 4 antennas
ports 0,1 (2, 3)

3 Open loop spatial multiplexing with
cyclic delay diversity (CDD)

2A 2 or 4 antennas
ports 0,1 (2, 3)

4 Closed loop spatial multiplexing 2 2 or 4 antennas
ports 0,1 (2, 3)

5 Multi-user MIMO 1D 2 or 4 antennas
ports 0,1 (2, 3)

6 Closed loop spatial multiplexing
using a single transmission layer

1B 1 layer (rank 1),
2 or 4 antennas ports 0,1 (2, 3)

7 Beamforming 1 Single antenna port, port 5
(virtual antenna port, actual
antenna configuration
depends on implementation)

8 Dual-layer beamforming 2B Dual-layer transmission,
antenna ports 7 and 8

9 8 layer transmission 2C Up to 8 layers,
antenna ports 7 - 14

10 8 layer transmission 2D Up to 8 layers,
antenna ports 7 - 14,
Extension of TM9 for Coordinated
Multi-Point (CoMP)

Table 3.1: Downlink transmission modes in LTE Release 12.

Transmission modes usually comes together with the “antenna port”, another notion de-
fined in 3GPP. An “antenna port” represents a logical antenna rather than a physical
antenna. Different TMs can use different antenna ports for its transmission, e.g., TM1
uses antenna port 0, TM2 uses antenna port 0, 1, if two antenna ports are configured. TM
7 uses antenna port 5, a virtual antenna port for the data transmission. Similar to TM7,
TM8 uses virtual antenna port 7 and 8 whereas TM9 and TM10 uses antenna port 7-14.
Logical antenna ports are mapped to physical antennas. We show in Section 10.5 how this
mapping is possible in a practical system.

In Table. 3.1, the third column shows the main Downlink Control Indicator (DCI) formats

2TM 6 can also be regarded as beamforming, TM 8-10 can be seen as a combination of beamforming
and spatial multiplexing where the BS is capable of beamforming at least two data schemes to one or
multiple UEs.
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used for each TM. DCI is the DL control information carrying resource allocation, Power
Control Command, CSI Report Request or Channel Quality Indicator (CQI) Report Re-
quest, etc. As for different TMs, the control information needed are different, specific
DCI formats indicating different set of information the corresponding DCI can carry are
specified for each TM. Note that there can be other possible DCI formats associated to
each TM. Table. 3.1 list the main DCI formats.

3.2.2 Towards massive MIMO in 3GPP standardization

The enhancement of MIMO in 3GPP is given the official name of Full-Dimension MIMO
(FD-MIMO), targeting scaling up the number of antennas at the transmitter side. The an-
tennas with a two dimensional (2D) array structure was used as a starting point [35]. A 2D
antenna array can accommodate a large number of antenna elements in a compact space,
making the installation and deployment easier. More importantly, it gives the antenna
the flexibility to control the transmit signal in both elevation and azimuth dimensions,
enabling beamforming in 3D space.

The discussion of FD-MIMO was started in Release 133, from which onwards, the specifi-
cations are given the name of LTE-Advanced Pro. (The standardization of 5G New Radio
(NR) will be from Release 15 onwards). In Release 13, the CSI Reference Signal (CSI-RS)
4 was extended to 16 although no new transmission mode is added. In release 14, the
CSI-RS are further extended to 32.

Apart from that, the main discussions on FD-MIMO in 3GPP can be found in its study
items, a process done before a formal standardization process. [35] gives an overview of
these discussions. The main points are summarized as follows.

• Deployment scenarios

Two typical deployment scenarios are chosen for the design and evaluation of FD-
MIMO systems: 3D urban macro scenario (3D-UMa) and 3D micro scenario (3D-
UMi). In the first scenario, antennas are installed on rooftops, higher than surround-
ing buildings. Diffraction over the rooftop is dominant, thus down-tilt transmission is
desirable. In the second scenario, antennas are lower than surrounding buildings and
users can be both higher or lower than the base station depending on the situation,
so both down-tilt and up-tilt transmission need to be considered.

• Antenna configurations

Active antennas with gain control on each antenna element will be used to replace
traditional passive antennas. The antenna arrangement can be described by three
parameters: the number of elements in the vertical direction, the number of elements
in the horizontal direction, and the polarization degree (co-polarization or cross-
polarization).

• TXRU architecture

The TXRU architecture is also known as hybrid beamforming structure, where the
TXRU (digital chains) are connected with the antenna array via a radio distribution

3Release 12 has mainly focused on the use of LTE technology for emergency and security services,
Small cells and Network densification, Device to Device (D2D) communications, etc. MIMO enhancement
is rarely addressed in that release.

4CSI-RS is a type of DL RS added in Release 10 for DL channel estimation for up to 8 layers transmission.
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network (RDN). Two options are suggested: array-partition and array-connected
architecture. For more details about this architecture, please refer to Chapter 6,
where the two options are named subarray architecture and fully (or not necessarily
fully) connected architecture.

• New CSI-RS transmission and CSI feedback strategy

Different TXRU architecture can use different CSI-RS transmission and CSI feedback
strategy. For partitioned antenna arrays, non precoded CSI-RS are transmitted from
each partition. Upon the reception of the CSI-RS, UE decides the precoding weights
from a codebook and feeds back the information to the BS. In order to reduce the
feedback payload, the codebook can be designed as a composite codebook combined
by vertical and horizontal codebooks. For connected antenna arrays, beamformed
CSI-RS can be transmitted to the UE. The UE then selects the best beam index and
feeds it back to the BS. Besides, a combination of non-precoded CSI-RS transmission
and beamforming CSI-RS transmission can be smartly combined to have benefits
from both strategies.

3.3 Summary

In this chapter, we reviewed the historical evolution of MIMO technology and the fun-
damentals of massive MIMO. The main benefits and challenges of massive MIMO are
summarized. We then gave a glance of the ongoing discussions in 3GPP standardization
about FD-MIMO, an official name of massive MIMO.

In the sequel, we try to combine theory and practice, by enabling massive MIMO in the
current 3GPP 4G standard, in order to see the possibility of its evolution towards 5G.
To this end, we firstly focus on CSIT acquisition by exploiting TDD channel reciprocity
and then describe our massive MIMO testbed implementation on the OpenAirInterface
platform.
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Chapter 4

State of the Art on Over-the-air
Reciprocity Calibration

Accurate DL CSIT is essential for MIMO precoding in order to fully release the potential
of multiple antenna technology. In a TDD system, channel reciprocity can be exploited
to obtain DL CSIT from UL channel estimation. However, CSIT acquisition and MIMO
precoding, without taking into account the RF asymmetry, will cause severe performance
degradation [36] [14]. Various solutions to this issue have been proposed. One possible
solution is to design a robust precoding scheme [37], at the cost of extra implementation
complexity. Another possibility is to use a calibration scheme to compensate the RF asym-
metry. One of these methods is the (absolute) calibration of each RF circuit involved [16],
requiring additional hardware. Another alternative, limited to low-power transmission,
is to use a specially crafted transceiver where the same op-amp is used for both trans-
mitting and receiving [38]. A third alternative [21, 22], termed “over-the-air” calibration,
achieves the same effect as normal calibration without the requirement for extra hardware.
Assuming that the impairments due to imperfect RF chains can be modeled as linear time-
invariant (LTI) filters, it was shown in [21] that the channels measured in both directions
could be related by a simple convolution operation in the time domain (multiplication op-
eration in the frequency domain), thus alleviating the need for hardware-based calibration.
Appearing to be a cost-effective solution that attracts most attention from the research
community, “over-the-air” calibration will be the focus of this thesis. In this chapter, we
describe the basic idea of “over-the-air” reciprocity calibration in a practical TDD system.

4.1 System Model

Let us consider a system as in Fig. 4.1, where A represents a BS and B is a UE, each
containing MA and MB antennas. The DL and UL channel seen in the digital domain are
noted by HA→B and HB→A. In the frequency domain, they can be represented by{

HA→B = RBCA→BTA

HB→A = RACB→ATB,
(4.1)

where TA, RA, TB, RB represent the transmit and receive RF front-ends for BS and UE
respectively. The size of TA and RA are MA × MA, whereas that of TB and RB are
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MB×MB. The diagonal elements in these matrices represent the transmitter and receiver
coefficients of RF front-ends, whereas the off-diagonal elements correspond to RF crosstalk
and antenna mutual coupling1. It is worth noting that if there is no (or negligible) RF
crosstalk or antenna mutual coupling, TA, RA, TB, RB all become diagonal matrices.
Both HA→B and HB→A can be represented by MA ×MB independent scalar equations,
each equation corresponds to the single-input single-output (SISO) channel between one
antenna element in A and another one in B.

RA

CA→B

CB→A

RB

TB

A B

HA→B

HB→A

TA

Figure 4.1: Reciprocity model.

As the system is operating under TDD mode, the DL and UL physical channels in the air
enjoy reciprocity within the channel coherence time, i.e. CA→B = CT

B→A , we can easily
obtain the relationship of the bi-directional channels:

HA→B = RB(R−1
A HB→AT−1

B )TTA = RBT−TB︸ ︷︷ ︸
F−T

B

HT
B→A R−TA TA︸ ︷︷ ︸

FA

= F−TB HT
B→AFA.

(4.2)
where FA = R−TA TA and FB = R−TB TB of size MA ×MA and MB ×MB, respectively,
including both transmit and receive hardware properties are called calibration matrices.
The diagonal elements of those calibration matrices represent the main MA and MB cal-
ibration coefficients whereas the off-diagonal elements come from the RF cross-talk and
antenna mutual coupling.

Although transmitting and receiving antenna mutual coupling is not generally reciprocal
[41], it is worth noting that theoretical modeling [19] and practical experience in [25,
28, 42] both indicate that, RF crosstalk and antenna mutual coupling can be ignored
for reciprocity calibration, which implies that TA, RA, TB, RB can all be considered
as diagonal matrices. Thus FA and FB are also diagonal, (4.1) can be represented by
MA × MB independent scalar equations. In this thesis, Section 8 is dedicated to the
experiment validation on the fact that FA and FB are diagonal.

A TDD reciprocity based MIMO system normally has two phases for its function. Firstly,
during the initialization of the system, the system activates the reciprocity calibration
process in order to estimate FA and FB. Then during the data transmission phase, these
calibration coefficients are used together with the instantaneous measured UL channel
ĤB→A to estimate the CSIT HA→B, based on which advanced beamforming algorithms can

1In this thesis, the term “antenna mutual coupling” is used to describe parasitic effects that two nearby
antennas have on each other, when they are either both transmitting or receiving [19, 39]. However, this
is different to the channel between transmitting and receiving elements of the same array, which we call
the intra-array channel. This definition is slightly different to the one used in [28] and [40] where the term
mutual coupling is also used for the intra-array channel.
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be performed. Since the calibration coefficients stay stable during quite a long time [25],
the calibration process doesn’t have to be done very frequently.

“Over-the-air” calibration consists in estimating calibration matrices using channel mea-
surements. According to whether UE is involved in the calibration process, we can classify
various different existing methods into UE involved calibration and BS internal calibration.

4.2 UE involved calibration

Traditional methods for calibrating TDD systems, such as [21–23, 43], are to enable bi-
directional transmission of pilots between the BS and the UE. Both sides estimate the
channels from the other side and then the BS can calculate the calibration coefficients
based on its own estimated UL channel the DL channel information fed back by the UE.
These methods can be mainly classified into totally least squares (TLS) estimation and
dot division estimation. TLS estimation consists in accumulating multiple bi-directional
transmissions between node A and B and estimating the calibration coefficients by min-
imizing the sum of errors in all the accumulated channel estimations in both directions.
This method allows for estimating the full calibration matrix including antenna mutual
coupling and RF crosstalk, thus enabled our experiment validation on the diagonal as-
sumption of calibration matrix in Chapter 8, where we give a detailed description. In this
section, we give a brief presentation on the dot division method, as the principles appear
to be simpler.

As the calibration matrix is diagonal, a MIMO system can be viewed as MAMB SISO
systems. Let us consider FA = diag{fA,1, . . . , fA,MA

} and FB = diag{fB,1, . . . , fB,MB
},

where diag{·} represents a diagonal matrix composed of given elements. (4.2) can be
written as

hAk→Bl
= f−1

B,lhBl→Ak
fA,k (4.3)

where ĥAk→Bl
and ĥBl→Ak

are the bi-directional channel estimations between the kth

antenna at the BS and the lth antenna element at the UE.

The most intuitive and easy way to estimate
fA,k

fB,l
is the element wise division between the

corresponding channel estimates, such as

f̂A,k

f̂B,l
=
ĥAk→Bl

ĥBl→Ak

, k = 1, . . . ,MA, l = 1, . . . ,MB, (4.4)

Assuming f̂B,1 = 1, it is possible to calculate all f̂A,k w.r.t f̂B,1, then it is also possible to

obtain all f̂B,l for l 6= 1. Since all obtained coefficients are relative values w.r.t. a reference,

i.e., f̂B,1, such a method is also called “relative calibration”. Note that although when we
apply the estimated calibration coefficients to 4.2, the obtained HA→B has an ambiguity
up to a scalar value, when we use this CSIT to calculate the beamforming weights, e.g.
MRT precoding, the scalar ambiguity will not change the final generated beam pattern.

There are three weakness in UE involved reciprocity calibration. First, as channel mea-
surements happen between BS and UE, it is difficult to ensure the quality of channel
measurement. Second, the UE has to feed back its measured DL channel to BS where
there would be unavoidable quantization error. When the number of antenna at the BS
grows, the UL feedback will become very heavy. Third, BS and UE has an unknown
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frequency offset, which makes the calibration more difficult, although some solutions were
proposed in [44].

4.3 BS internal calibration

With the advent of massive MIMO, the weakness of UE involved calibration used in classic
MIMO scheme become more severe, especially, the UE has to feed back a great amount of
DL CSI for all BS antennas, making the calibration a heavy process. Meanwhile, [45, 46]
point out that in a practical TDD system, it is mainly the calibration at the BS side, which
restore the hardware asymmetry and help achieve the multi-user MIMO performance,
whereas the benefit brought by the calibration on the UE side is not necessarily justified.
In additional, it was observed in [43] that the calibration factor at the BS side is the
same for all channels from the BS to any UE. To overcome the drawbacks of UE involved
schemes while taking into account minor impact of the benefit of UE side calibration, BS
internal calibration methods were proposed in [25–29]. In [25], the authors reported the
first massive MIMO prototype Argos, where they enable their system with a BS internal
calibration by replacing the UE with a reference antenna. By performing bi-directional
transmission between the reference antenna and the rest of the antenna array, it is possible
to estimate the calibration coefficients up to a common scalar ambiguity. The Argos system
takes a big step in moving massive MIMO from a theoretical concept to practical systems,
however, its calibration algorithm is sensitive to the location of the reference antenna, and
as one of the consequences, is not suitable for distributed massive MIMO. This concern
motivated the introduction by Rogalin et al. in [26] of a method whereby calibration is not
performed w.r.t. a reference antenna but within different antenna pairs. Removing the
reference antenna makes the calibration scheme a good method for antenna array having
a distributed topology. It is worth noting that it can also be applied to collocated massive
MIMO, e.g., LuMaMi massive MIMO prototype [47] from Lund University is enabled by a
weighted version of the estimator as presented in [27] whereas a maximum likelihood (ML)
estimator is presented in [28]. Moreover, a fast calibration method named Avalanche was
proposed in [29]. The principle is to use a calibrated sub-array to calibrate uncalibrated
elements. The calibrated array thus grows during the calibration process in a way similar
to the phenomenon of avalanche. In [48], the author provides an idea to perform system
health monitoring on the calibrated reciprocity. Under the assumption that the majority
of calibration coefficients stay calibrated and only a minority of them change, the authors
propose a compressed sensing enabled detection algorithm to find out which calibration
coefficient has changed based on the sparsity in the vector representing the coefficient
change. In [40], a calibration method dedicated to MRT is proposed.

The detail of these existing BS internal will later be exposed in Section 5.2 using our
proposed unified calibration framework.
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Chapter 5

A General Framework of
Over-the-air Calibration in TDD
Massive MIMO Systems

In this chapter, we provide a unified framework for “over-the-air” reciprocity calibration
in a TDD system using antenna partition1. We reveal that although existing calibration
methods appear at first sight to be different approaches, they can be modeled under a
general pilot based calibration framework; different ways to partition the array into trans-
mit and receive elements during successive training phases yield different schemes. The
unified representation shows the relationship between these methods, provides alternative
ways to obtain corresponding estimators. As this framework gives a general and high
level understanding of the TDD calibration problem in massive MIMO systems, it opens
up possibilities of new calibration methods. As an example, we present a novel family of
calibration scheme based on antenna grouping, which can greatly speed up the calibra-
tion process. We will show that our proposed method greatly outperforms the Avalanche
method [29] in terms of calibration accuracy, yet is equally fast. In order to evaluate the
performance of calibration schemes, we derive Cramér-Rao bounds (CRB) on the accu-
racy of calibration coefficients estimation. Another important contribution of this work
is the introduction of non-coherent accumulation. We will see that calibration does not
necessarily have to be performed in an intensive manner during a single channel coherence
interval, but can rather be executed using time resources distributed over a relatively long
period. This enables TDD reciprocity calibration to be interleaved with the normal data
transmission or reception, leaving it almost invisible for the whole system.

5.1 General calibration framework

Let us consider an antenna array of M elements partitioned into G groups denoted by
A1, A2, . . . , AG, as in Fig. 5.1. We do not distinguish whether the antenna is on BS
or UE side, but consider them equivalently. Group Ai contains Mi antennas such that

1This chapter combines a joint effort from colleagues in Eurecom and Huawei Technology (Paris). The
initial proposal on the general framework from the thesis author was later greatly improved by contributions
from Dirk Slock, Kalyana Gopala, Maxime Guillaud and Alexis Decunringe, especially on Sections 5.4, 5.5,
5.6.
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Figure 5.1: Bi-directional transmission between antenna groups.

∑G
i=1Mi = M. Each group Ai transmits a sequence of Li pilot symbols, defined by matrix

Pi ∈ CMi×Li where the rows correspond to antennas and the columns to successive channel
uses. Note that a channel use can be understood as a time slot or a subcarrier in an
OFDM-based system, as long as the calibration parameter can be assumed constant over
all channel uses. When an antenna group i transmits, all other groups are considered in
receiving mode. After all G groups have transmitted, the received signal for each resource
block of bidirectional transmission between antenna groups i and j is given by{

Yi→j = RjCi→jTiPi + Ni→j
Yj→i = RiCj→iTjPj + Nj→i

(5.1)

where Yi→j ∈ CMj×Li and Yj→i ∈ CMi×Lj are received signal matrices at antenna groups
j and i respectively when the other group is transmitting. Ni→j and Nj→i represent the
corresponding received noise matrix. Ti, Ri ∈ CMi×Mi and Tj , Rj ∈ CMj×Mj represent
the effect of the transmit and receive RF front-ends of antenna elements in groups i and
j respectively.

The reciprocity property induces that Ci→j = CT
j→i, thus for two different groups 1 ≤ i 6=

j ≤ G in (5.1), by eliminating Ci→j we have,

PT
i FT

i Yj→i −YT
i→jFjPj = Ñij , (5.2)

where the noise component Ñij = PT
i FT

i Nj→i − NT
i→jFjPj , while Fi = R−Ti Ti and

Fj = R−Tj Tj are the calibration matrices for groups i and j. The calibration matrix F is
diagonal, and thus takes the form of

F = diag{F1,F2, . . . ,FG}. (5.3)

Note that estimating Fi or Fj from (5.2) for a given pair (i, j) does not exploit all relevant
received data. An optimal estimation considering jointly all received signals for all (i, j)
will be proposed in Section 5.4. Note also that the proposed framework also allows to
consider using only subsets of the received data which corresponds to some of the methods
found in the literature.
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Let us use fi and f to denote the vectors of the diagonal coefficients of Fi and F respectively,
i.e., Fi = diag{fi} and F = diag{f}. This allows us to vectorize (5.2) into

(YT
j→i ∗PT

i )fi − (PT
j ∗YT

i→j)fj = ñij , (5.4)

where ∗ denotes the Khatri–Rao product (or column-wise Kronecker product2), where we
have used the equality vec(A diag(x) B) = (BT ∗A) x. Note that, if we do not suppose
that every Fi is diagonal, (5.4) holds more generally by replacing the Katri–Rao products
by Kronecker products and fi by vec(Fi). Finally, stacking equations (5.4) for all 1 ≤ i <
j ≤ G yields

Y(P)f = ñ (5.5)

with Y(P) defined as.

Y(P) =


(YT

2→1 ∗PT
1 ) −(PT

2 ∗YT
1→2) 0 . . .

(YT
3→1 ∗PT

1 ) 0 −(PT
3 ∗YT

1→3) . . .
0 (YT

3→2 ∗PT
2 ) −(PT

3 ∗YT
2→3) . . .

...
...

...
. . .


︸ ︷︷ ︸

(
∑G

j=2

∑j−1
i=1 LiLj)×M

. (5.6)

5.1.1 Parameter identifiability and pilot design

Before proposing an estimator for f , we raise the question of the problem identifiability
which corresponds to the fact that (5.5) admits a unique solution in the noiseless scenario

Y(P)f = 0. (5.7)

Obviously, f = 0 is a solution of (5.7) which means that f is defined up to a complex scalar
factor. This indeterminacy can be resolved by fixing one of the calibration parameters,
say f1 = eH1 f = [1 0 · · · 0]f = 1 or by a norm constraint, for example ‖f‖ = 1.

Then, the identifiability is related to the dimension of the kernel of Y(P) in the sense
that the problem is fully determined if and only if the kernel of Y(P) is of dimension 1.
Since the true f is a solution to (5.7), we know that the rank of Y(P) is at most M-1.
We will assume furthermore in the following that the pilot design is such that the rows of
Y(P) are linearly independent as long as the number of rows is less M − 1. Note that this
condition depends on the internal channel realization Ci→j and on the pilot matrices Pi.
However, sufficient conditions of identifiability expressed on these matrices are out of the
scope of this work. Under rows independence, (5.5) may be read as the following sequence
of events:

1. Group 1 broadcasts its pilots to all other groups using L1 channel uses;

2. After group 2 transmits its pilots, we can formulate L2L1 equations of the form (5.4);

3. After group 3 transmits its pilots, we can formulate L3L1 + L3L2 equations;

4. After group j transmits its pilots, we can formulate
∑j−1

i=1 LjLi equations.

2With matrices A and B partitioned into columns, A =
[
a1 a2 . . . aM

]
and B =[

b1 b2 . . . bM

]
where ai and bi are column vectors for i ∈ 1 . . .M , then, A ∗ B =[

a1 ⊗ b1 a2 ⊗ b2 . . . aM ⊗ bM

]
[49].
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This process continues until group G finishes its transmission, and the whole calibration
process finishes. During this process of transmission by the G antenna groups, we can
start forming equations as indicated, that can be solved recursively for subsets of unknown
calibration parameters, or we can wait until all equations are formed to solve the problem
jointly.

By independence of the rows, we can state that the problem is fully determined if and
only if

∑
1≤i<j≤G LjLi ≥M − 1.

5.1.2 LS calibration parameter estimation

A typical way to estimate the calibration parameters f consists in solving a LS problem
such as

f̂ = arg min ‖Y(P) f‖2
= arg min

∑
i<j ‖(YT

j→i ∗PT
i )fi − (PT

j ∗YT
i→j)fj‖2

(5.8)

where Y(P) is defined in (5.6). If we assume eH1 f = 1, the minimization problem can be
solved by deriving the corresponding Lagrangian w.r.t f , where f and f∗ are regarded as
independent [50]. The solution of (5.8) is given by

f̂ = arg min
f :eH1 f=1

‖Y(P) f‖2

= 1
eH1 (Y(P)HY(P))−1e1

(Y(P)HY(P))−1e1.
(5.9)

Assuming a unit norm constraint on the other hand yields

arg min
f :‖f‖=1

‖Y(P) f‖2 = f̂ = Vmin(Y(P)HY(P)) (5.10)

where Vmin(X) denotes the eigenvector of matrix X corresponding to its eigenvalue with
the smallest magnitude.

5.2 Existing calibration techniques

Different choices for the partitioning of the M antennas and the pilots matrices exposed
in Section 5.1 lead to different calibration algorithms. We will now see how different
estimators of the calibration matrix can be derived from (5.2). In order to ease the
description, we assume that the channel is constant during the whole calibration process,
this assumption will later be relaxed and discussed in Section 5.5. Note also that in this
section, we mainly focus on BS-side internal calibration since it is more suitable for massive
MIMO systems, although our framework described above is not limited to this scenario.
For UE-aided calibration, it suffices to set 2 groups such as A1 and A2, representing the
BS and the UE, respectively.

5.2.1 Argos

The calibration method from the Argos prototype [25] consists in performing bi-directional
transmission between a carefully chosen reference antenna and the rest of the antenna
array. This can be recast in our framework by considering G = 2 sets of antennas, with
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Figure 5.2: Argos calibration.

set A1 containing only the reference antenna, i.e., M1 = 1 and set A2 containing all
other antenna elements with M2 = M − 1, as shown in Fig. 5.2. In slot 1, pilot 1 is
broadcasted from the reference antenna to all antennas in set A2, thus L1 = 1, P1 = 1

and f2 =
[
f2, . . . , fM

]T
. From slot 2 to slot M , antennas in set A2 successively transmit

pilot 1 to the reference antenna, thus L2 = M − 1 and P2 = IM−1. (5.4) thus becomes

f1y
T
2 = diag(yT1 )f2 + ñ, (5.11)

where y1 =
[
y1→2 y1→3 . . . y1→M

]T
and y2 =

[
y2→1 y3→1 . . . yM→1

]T
with yi→j

representing the signal transmitted from antenna i and received at antenna j. (5.11) can
be decomposed into M − 1 independent equations as

f1yi→1 = fiy1→i + ñi, (5.12)

where ñi is the ith element in the noise vector ñ. The LS estimator for each element is
thus given by

fi = f1
yi→1

y1→i
, where i = 2, 3, . . . ,M. (5.13)

5.2.2 Methods based on successive single-antenna transmissions followed
by joint estimation

The method from Rogalin et al. presented in [26,51] and further analyzed in [28] is based on
single-antenna transmission at each channel access; all received signals are subsequently
taken into account through joint estimation of the calibration parameters. In order to
represent this method within the unified framework, we define each set Ai as containing
antenna i, i.e., Mi = 1 for 1 ≤ i ≤M , as in Fig. 5.3.

Since we assume that the channel is constant, this calibration procedure can be performed
in a way that antennas can broadcast pilot 1 in a round-robin manner to all other antennas.
In total, M channel uses are needed to finish the transmission, making the pilots to be
Pi = 1 (with Li = 1). With these pilot exchanges, and under the fact that the calibration
matrix is diagonal, (5.2) degrades to

fiyj→i = fjyi→j + ñ. (5.14)

Note that the calibration coefficient in [26] is defined as the inverse of that in the current
chapter, in order to ease the comparison, we let ui = f−1

i and rewrite (5.14) as

u−1
i yj→i = u−1

j yi→j + ñ. (5.15)
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Figure 5.3: Calibration methods based on successive single-antenna transmissions follows
by joint estimation. Not all links between elements are plotted.

Estimating u =
[
u1 u2 . . . uM

]T
may be performed by solving the minimization prob-

lem

û = arg min
u1,u2,...,uM

∑
i<j

|ujyj→i − uiyi→j |2, (5.16)

which is the same as defined in [51]. By fixing u1 = 1, the solution of (5.16) is given by

û = −(AH
1 A1)−1AH

1 a1u1, (5.17)

where A = [a1|A1], with a1 representing the first column and A1 the remaining columns,
and A is given by

Ai,j =


∑
k 6=i
|yk→i|2 for j = i,

− y∗i→jyj→i for j 6= i.

(5.18)

(5.16) can also be solved by assuming a unit norm on u, the solution is then given by
Vmin(A), the eigenvector corresponding to the eigenvalue with the smallest magnitude [26].

Other methods following the same single antenna partition scenario can be viewed as
variants of the above method. For example, by allowing only the transmission between
two neighboring antennas (antenna index difference is 1), (5.15) becomes fiyi−1→i =
fi−1yi→i−1 + ñ. Thus, fi = yi→i−1

yi−1→i
fi−1 + ñ. By setting the first antenna as the refer-

ence antenna with f1 = 1, we can obtain a daisy chain calibration method as in [20],
although the original was presented as a hardware-based calibration.

Another variant considered in [26] and [27] consists in weighting the error metric in (5.16)
such as |βj→iujyj→i − βi→juiyi→j |2 where the weights βj→i and βi→j are based on the
SNR of the intra-array channel between antenna element i and j.

5.2.3 Avalanche

Avalanche [29] is a family of fast recursive calibration methods. The algorithm successively
uses already calibrated parts of the antenna array to calibrate uncalibrated antennas which,
once calibrated, are merged into the calibrated array. A full Avalanche calibration may be
expressed under the unified framework by considering M = 1

2G(G−1)+1 antennas where
G is the number of groups of antennas partitioning the set of antenna elements as follows:
group A1 contains antenna 1, group A2 contains antenna 2, group A3 contains antennas 3
and 4, etc. until group AG that contains the last G − 1 antennas. In other terms, group
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Figure 5.4: Example of full Avalanche calibration with 7 antennas partitioned into 4
groups. Group 1, 2, 3 have already been calibrated, and group 4 is to be calibrated.

Ai contains Mi = max(1, i− 1) antennas. Moreover, in the method proposed in [29], each
group Ai uses Li = 1 channel use by sending the pilot Pi = 1Mi×1. An example with 7
antenna elements partitioned into 4 antenna groups, where we use group 1, 2, 3 (already
been calibrated) to calibrate group 4, is shown in Fig. 5.4. In this case, (5.4) then becomes

(yTj→i ∗PT
i )fi − (PT

j ∗ yTi→j)fj = ñij . (5.19)

In [29], the authors exploited an online version of the LS estimator using previously esti-
mated calibration parameters f̂1, . . . , f̂i−1 by minimizing

f̂i = arg min
fi

i−1∑
j=1

∥∥∥(yTj→i ∗PT
i )fi − (PT

j ∗ yTi→j)f̂j

∥∥∥2

= (YH
i Yi)

−1YH
i ai, (5.20)

where Yi =
[
y1→i y2→i . . . yi−1→i

]T ∈ C(i−1)×Mi , and ai = [(PT
1 ∗yTi→1)f̂1, . . . , (P

T
i−1∗

yTi→i−1)f̂i−1] ∈ C(i−1)×1. Two things should be noted, firstly, f1, . . . , fi−1 are replaced by
their estimated version which cause error propagation (as will be seen in Section 5.6):
estimation errors on a given calibration coefficient will later propagate to subsequently
calibrated antenna elements. Secondly, in order for (5.20) to be well-defined, i.e. in order
for YH

i Yi to be invertible, it is necessary that Mi 6 i − 1. Note that this necessary
condition is specific to the considered online LS estimator (5.20) and is more restrictive
than the identifiability condition exposed in Section 5.1.1.

5.3 Fast Calibration: optimal antenna grouping

The general calibration framework in Section 5.1 opens up possibilities for new calibration
schemes, since new ways to group up antennas leads to new calibration schemes. In this
section we show that considering group of antennas can potentially reduce the total number
of channel accesses necessary for calibration; we derive the theoretical limit on the smallest
number of groups needed to perform calibration.

We first address the problem on the smallest number of groups by finding the best choices
for the Li in order to see to what extent optimizing the group based calibration can speed
up the calibration process. Let us consider the case where the total number of time slots
available for calibration is fixed to K. We derive the number of pilot transmissions for
each group, L1, . . . , LG, that would maximize the total number of antennas that can be

35



A General Framework of Over-the-air Calibration in TDD Massive MIMO Systems

calibrated, i.e.

max
(L1,...,LG)

 G∑
j=2

j−1∑
i=1

LjLi + 1

, subject to
G∑
i=1

Li = K. (5.21)

As shown in Appendix 5.A, the solution of this discrete optimization problem is attained
when the number of pilot transmissions for each group is equal to 1, i.e. Li = 1 for any
i and G = K; note that the Avalanche approach is optimal in that sense. In this case,
the number of antennas that can be calibrated is 1

2K(K − 1) + 1. Thus, for a given array

size M , the calibration time grows only on the order of
√
M , which is faster than O(M)

in Argos and the method of Rogalin et al.3 [26]. Remark also that it is not necessary for
the groups to be of equal size.

5.4 Optimal estimation and performance limits

In order to derive estimation error bounds for the reciprocity parameters, we should not
exclude a priori any data obtained during the training phase, which is what we shall assume
here. In this section, we derive the CRB and associated ML estimation for the unified
calibration scheme based on antenna partition. In order to obtain tractable results, we
rely on a bilinear model to represent the calibration process. From (5.1), we have

Yi→j = RjCi→jTiPi + Ni→j

= RjCi→jR
T
i︸ ︷︷ ︸

Hi→j

FiPi + Ni→j , (5.22)

where Fi = R−Ti Ti is the calibration matrix for group i. We define Hi→j = RjCi→jR
T
i to

be a auxiliary internal channel (it does not correspond to any physically measurable quan-
tity) that appears as a nuisance parameter in the estimation of the calibration parameters.
Note that the auxiliary channel Hi→j inherits the reciprocity from the propagation chan-
nel Ci→j : Hi→j = HT

j→i. Upon applying the vectorization operator for each bidirectional
transmission between groups i and j, we have, similarly to (5.5)

vec(Yi→j) = (PT
i ∗Hi→j) fi + vec(Ni→j). (5.23)

On the reverse direction, using Hi→j = HT
j→i, we have

vec(YT
j→i) = (HT

i→j ∗PT
j )fj + vec(Nj→i)

T . (5.24)

Alternatively, (5.23) and (5.24) may also be written as{
vec(Yi→j) =

[
(FiPi)

T ⊗ I
]

vec(Hi→j) + vec(Ni→j)

vec(YT
j→i) =

[
I⊗ (PT

j Fj)
]

vec(Hi→j) + vec(Nj→i).
(5.25)

3The slots needed by Rogalin et al. method in [26] is M if we perform round-robin broadcasting for
each antenna under the assumption that the all channels between antennas are constant during the whole
calibration process whereas it would be O(M2) if we perform bi-directional transmission independently for
each antenna pair with enough good internal channels. Please refer to Section 5.5 for more details.
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Stacking these observations into a vector y =
[
vec(Y1→2)T vec(YT

2→1)T vec(Y1→3)T . . .
]T

,
the above two alternative formulations can be summarized into

y = H(h,P)f + n

= F(f ,P)h + n,
(5.26)

where h =
[
vec(H1→2)T vec(H1→3)T vec(H2→3)T . . .

]T
, n is the corresponding noise vec-

tor. The composite matrices H and F are given by,

H(h,P) =


PT

1 ∗H1→2 0 0 . . .

0 HT
1→2 ∗PT

2 0 . . .
PT

1 ∗H1→3 0 0 . . .

0 0 HT
1→3 ∗PT

3 . . .
...

...
...

. . .



F(f ,P) =



PT
1 F1 ⊗ I 0 0 0 . . .

I⊗PT
2 F2 0 0 0 . . .

0 PT
1 F1 ⊗ I 0 0 . . .

0 I⊗PT
3 F3 0 0 . . .

0 0 PT
2 F2 ⊗ I 0 . . .

0 0 I⊗PT
3 F3 0 . . .

...
...

...
...

. . .


.

(5.27)

The scenario is now identical to that encountered in some blind channel estimation scenar-
ios and hence we can take advantage of some existing tools [52], [53], which we summarize
next.

5.4.1 Cramér-Rao Bound

Treating h and f as deterministic unknown parameters, and assuming that the receiver
noise n is distributed as CN (0, σ2I), the Fisher Information Matrix (FIM) J for jointly
estimating f and h can immediately be obtained from (5.26) as

J =
1

σ2

[
H F

]H [H F
]
. (5.28)

The computation of the CRB requires J to be non-singular. However, for the problem at
hand, J is inherently singular. In fact, the calibration factors (and the auxiliary channel)
can only be estimated up to a complex scale factor as the received data (5.26) involves the
product of the channel and the calibration factors, Hf = Fh. As a result the FIM has
the following null space [54]

J

[
f
−h

]
=

1

σ2

[
H F

]H
(Hf −Fh) = 0. (5.29)

To determine the CRB when the FIM is singular, constraints have to be added to regularize
the estimation problem. Note that as the calibration parameters are complex, one complex
constraint corresponds to two real constraints. It is shown in [54], [55] that a choice of
constraints such that their linearized version fills up the null space of the FIM result
in the lowest CRB, while not adding information in subspaces where the data provides
information. One such choice of constraints, that we will refer to as the “norm and phase”
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constraint, is the combination of the following two real constraints (where f is the true set
of calibration parameters and f̂ is an estimate thereof): 1) norm constraint: ‖f̂‖2 = ‖f‖2,

2) phase constraint:
[
−Im{fT } Re{fT }

] [Re{f̂}
Im{f̂}

]
= 0.

With these constraints, the (constrained) CRB corresponds to the pseudo inverse of the
FIM. The CRB for the calibration parameters (after the nuisance parameters h have been
eliminated) is then given by

CRBf = σ2
(
HHP⊥FH

)†
, (5.30)

where † corresponds to the Moore-Penrose pseudo inverse, PX = X(XHX)†XH and P⊥X =
I − PX are the projection operators on resp. the column space of matrix X and its
orthogonal complement. Note that in some group calibration scenarios, FHF can be
singular (i.e, h could be not identifiable even if f is identifiable or known).

If the regularization constraint eH1 f = 1 (see Section 5.1.2) is used instead, the corre-
sponding CRB can be obtained as follows: let θ to denote the overall vector of unknown

parameters, i.e., θ =
[
fT hT

]T
. Then, according to Theorem 1 in [55], the corresponding

constrained CRB is

CRBθ = νθ(νTθ Jνθ)†νTθ . (5.31)

where νθ corresponds to an identity matrix without the first column (and hence its column
space is the orthogonal complement of that of e1). The CRBf would be the first M ×M
sub-block of CRBθ. We will refer to this constraint as the first coefficient constraint.

Note that [28] also addresses the CRB for a scenario where transmission happens one
antenna at a time. It considers transmit and receive side calibration parameters separately.
Those become identifiable because a model is introduced for the internal propagation
channel, with the mean taken as the line of sight (LoS) component (distance induced
delay and attenuation) and complex Gaussian non-LoS (NLOS) components contributing
to the variance. Using this model, the authors eliminate the nuisance parameters (channel)
by replacing it with the known mean and the NLOS components added to the noise. The
covariance of this channel is a scaled identity matrix with the scale factor roughly 60dB
below the mean channel power. This approach would result in under estimation of the
CRB, as mentioned in [28, Sec. III-E-2]. We show this behavior of the Bayesian CRB
of [28] via simulations in Section 5.6.

5.4.2 Maximum Likelihood estimation

We now turn our attention to the design of an optimal estimator; from (5.26) we get the
negative log-likelihood up to an additive constant, as

1

σ2
‖y −H(h,P)f‖2 =

1

σ2
‖y −F(f ,P)h‖2 . (5.32)

The maximum likelihood estimator of (h, f), obtained by minimizing (5.32), can be com-
puted using alternating optimization on h and f , which leads to a sequence of quadratic
problems. As a result, for given f , we find ĥ = (FHF)−1FHy and for given h, we find
f̂ = (HHH)−1HHy. This leads to the Alternating Maximum Likelihood (AML) algorithm
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(Algorithm 1) [52, 53] which iteratively maximizes the likelihood by alternating between
the desired parameters f and the nuisance parameters h for the formulation (5.26)4.

Algorithm 1 Alternating Maximum Likelihood (AML)

1: Initialization: Initialize f̂ using existing calibration methods (e.g., the method in
5.2.2) or as a vector of all 1’s.

2: repeat
3: Construct F as in (5.27) using f̂ .

ĥ = (FHF)−1FH ỹ
4: Construct H as in (5.27) using ĥ.

f̂ = (HHH)−1HH ỹ
5: until the difference on the calculated f̂ between two iterations is small enough.

5.4.3 Maximum Likelihood vs. Least-Squares

At first, it would seem that the ML and CRB formulations above are unrelated to the
LS method introduced in Section 5.1 and used in most existing works. However, consider
again the received signal in a pair (i, j) as in (5.25). Eliminating the common auxiliary
channel Hi→j , we get the elementary equation (5.2) for the LS method (5.9) or (5.10).
From (5.25), we can rewrite (5.2) as[

I⊗ (PT
j Fj) − (FiPi)

T ⊗ I
] [ vec(Yi→j)

vec(YT
j→i)

]
=
[
I⊗ (PT

j Fj) − (FiPi)
T ⊗ I

] [ vec(Ni→j)
vec(NT

j→i)

] (5.33)

Thus, equivalently to (5.5), one obtains

Y(P)f = F⊥Hy = ñ (5.34)

where

F⊥=



I⊗ (F2P2)∗ 0 0 0 . . .
−(F1P1)∗ ⊗ I 0 0 0 . . .

0 I⊗ (F3P3)∗ 0 0 . . .
0 −(F1P1)∗ ⊗ I 0 0 . . .
0 0 I⊗ (F3P3)∗ 0 . . .
0 0 −(F2P2)∗ ⊗ I 0 . . .
...

...
...

...
. . .


(5.35)

such that the column space of F⊥ corresponds to the orthogonal complement of the column
space of F (see Appendix 5.B) assuming that either Mi ≥ Li or Li ≥Mi for all 1 ≤ i ≤ G.
Now, the ML criterion in (5.32) is separable in f and h. Optimizing (5.32) w.r.t. h leads
to h = (FHF)†FHy as mentioned earlier. Substituting this estimate for h into (5.32)
yields a ML estimator f̂ minimizing

yHP⊥Fy = yHPF⊥y = yHF⊥(F⊥HF⊥)†F⊥Hy (5.36)

4The method used in [28] to derive the ML estimator, although called “Expectation Maximization”
in the original paper, actually corresponds to the AML scheme, but using quadratic regularization terms
for both f and h which can be interpreted as Gaussian priors and which may improve estimation in
ill-conditioned cases.
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where we used P⊥F = PF⊥ . This should be compared to the least-squares method
which consists in minimizing ‖F⊥Hy‖2 = ‖Yf‖2 in (5.9) or (5.10). Hence (5.36) can
be interpreted as an optimally weighted least-squares method since from (5.26) F⊥Hy =
F⊥Hn = ñ leads to colored noise with covariance matrix σ2F⊥HF⊥. The compressed
log-likelihood in (5.36) can now be optimized using a variety of iterative techniques such
as Iterative Quadratic ML (IQML), Denoised IQML (DIQML) or Pseudo-Quadratic ML
(PQML) [53], and initialized with the least-squares method. It is not clear though whether
accounting for the optimal weighting in ML would lead to significant gains in performance.
The weighting matrix (before inversion) F⊥HF⊥ is block diagonal with a square block
corresponding to the pair of antenna groups (i, j) being of dimension LiLj . If, e.g., all
Li = 1, then F⊥HF⊥ is a diagonal matrix. If furthermore all Mi = 1 (groups of isolated
antennas), all pilots are of equal magnitude, and if all calibration factors would be of
equal magnitude, then F⊥HF⊥ would be just a multipe of identity and hence would not
represent any weighting. We shall leave this topic for further exploration. In any case, the
fact that the CRB derived above and the ML and least-squares methods are all based on
the signal model (5.26) shows that in contrast to [28], the CRB above is the appropriate
CRB for the estimation methods discussed here.

5.4.4 Calibration bias at low SNR

Whereas the CRB applies to unbiased estimators, at low SNR the estimators are biased
which turns out to lead to MSE saturation. In the case of a norm constraint, ‖f̂‖2 = ‖f‖2
then due to the triangle inequality

‖f̂ − f‖ ≤ ‖f̂‖+ ‖f‖ = 2‖f‖ (5.37)

and hence MSE = E [‖f̂ − f‖2] ≤ 4‖f‖2. However, MSE saturation occurs also in the
case of a linear constraint. We shall provide here only some brief arguments. For a linear
constraint of the form eH f̂ = c, the least-squares method leads to

f̂ =
c

eH(YHY)−1e
(YHY)−1e . (5.38)

As the SNR decreases, the noise part N of Y will eventually dominate Y . Hence f̂ =
c

eH(NHN )−1e
(NHN )−1e in which the coefficients will tend to be decaying (similar to the

linear phase property of linear prediction filters). To take a short-cut, consider replacing
NHN by its mean E [NHN ] = c′ I. Then we get f̂ = c

eHe
e which is clearly bounded.

Hence f̂ will be strongly biased with bounded MSE.

5.5 Non-coherent accumulation

5.5.1 Overview

We have assumed in Sections 5.1 and 5.2 that the channel is constant during the whole
calibration process, which may become questionable if the number of antennas becomes
very large since more time is then needed to accomplish the whole calibration process. As
a consequence, it is possible that we cannot accumulate enough observations in the channel
coherence time and bandwidth. Considering non-coherent accumulation is thus essential
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in TDD reciprocity calibration for massive MIMO calibration. Calibration methods pre-
sented in Section 5.2, however, rely on the assumption that the channel stays unchanged
since they assume that reciprocity holds during the calibration process. Note that it is
possible to adapt the method of Rogalin et al. to the non-coherent context. Indeed, if the
channel is stable during the whole calibration process, one can use the method detailed
in Section 5.2.2, broadcasting pilots from each antenna in a round-robin manner when all
other antennas are listening, thus M slots are needed to accomplish the whole process. If
the the number of coherent slots is not large enough, a non-coherent way to accumulate
observations can be performing bi-directional transmissions for each antenna pair inde-
pendently, using therefore M(M − 1) slots. Some papers also implicitely use non-coherent
accumulations; see for example [56] who derives a TLS estimator from such measurements.

Let us extend the signal model in Section 5.1 by allowing to accumulate measurements
over several time slots beyond the channel coherence time. We assume that these are
indexed by 1 ≤ t ≤ T , so that T represents the number of non-coherent slots at disposal.
Clearly, the “over the air” reciprocity equation Ci→j = CT

j→i holds only for measurements
obtained during the same time slot. However, measurements related to several groups of
antennas obtained during multiple non-coherent time slots can be successfully combined to
perform joint calibration of the complete array, as shown next. Let us assume that, during
a given non-coherent slot t, a subset G(t) of the groups forming the partition of the array
transmit training signals; we require that G(t) has at least two elements. When group Ai,
i ∈ G(t) is transmitting, the received signal at group Aj , j ∈ G(t), j 6= i is written as
Yj→i,t = RjCi→j,tTiPi,t + Nj,t, and Yi→j,t is defined similarly. (5.4) then becomes

(YT
j→i,t ∗PT

i,t)fi − (PT
j,t ∗YT

i→j,t)fj = ñij,t. (5.39)

Stacking these equations similarly to (5.5), but with respect to the i, j ∈ G(t), gives
Y t(Pt)f = ñt for each time slot t.

5.5.2 LS Estimation

The LS estimator of the calibration matrix is thus, taking into account all accumulated
observations,

f̂ = arg min
f

T∑
t=1

∑
i,j∈G(t)
i 6=j

∥∥(YT
j→i,t ∗PT

i,t)fi − (PT
j,t ∗YT

i→j,t)fj
∥∥2

= arg min
f
‖Y(P)f‖2

(5.40)

where the minimum is taken either under the constraint f1 = 1 or ‖f‖ = 1 and Y(P) =
[Y1(P1)T , . . . ,YT (PT )T ]T . Therefore, the approach of (5.40) are very similar to (5.9)
and (5.10). This shows that calibration using a joint estimator based on non-coherent
measurements can be readily implemented by making sure that the measurements Yj→i,t
and Yi→j,t appearing in each term of the sum above have been obtained during the same
coherence interval. Note also that this approach allows to collect multiple measurements
between the same pair (i, j) of antenna groups, hence providing a way to increase the
accuracy (by averaging over multiple noise realizations) and robustness (by minimizing
the effect of a single catastrophic realization of the internal channel which could yield a
rank-deficient set of linear equations for a given t) of the estimator.
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5.5.3 Optimal grouping

Statement similar to Section 5.3 can be made for non-coherent group-based fast calibration.
The maximization proposed in Section 5.3 is still valid in this context leading to an optimal
number of groups equal to the number of coherent slotsG = K. Therefore, since 1

2K(K−1)
independent rows in Y(P) are accumulated per non-coherent slot, if we fix the number of
antennas to be equal to M , the number of non-coherent slots T should satisfy T

2K(K−1) ≥
M −1 in order to calibrate all antenna elements. Note that the total number of calibrated
antennas, equal to T

2K(K − 1) + 1 is linear in T and quadratic in K, which confirms that
is more valuable to perform coherent measurements in order to speed up the calibration
process. However, non-coherent accumulations allow to perform sparse measurements,
profiting from the fact that the calibration parameters are stable over time. This makes
the calibration process interleaved with the normal data transmission or reception, leaving
it consuming vanishing resources.

5.6 Numerical Validation

In this section, we assess numerically the performance of the various calibration algorithms
and also compare them against their CRB. We first simulate the performance of the
proposed group-based fast calibration method (introduced in section 5.3 as an innovation
enabled by the general calibration framework). We use the mean square error (MSE) as
the performance evaluation metric and CRB as the benchmark. The Tx and Rx calibration
parameters for the base station antennas are assumed to have random phase uniformly
distributed over [−π, π] and a uniformly distributed amplitude variation in the range
[1− δ, 1 + δ] where δ is chosen such that the standard deviation of the squared magnitude
is 0.1. For a fair comparison of MSE across different schemes, the number of channel uses
have to be kept constant. Hence, we compare the fast calibration method against the
Avalanche scheme proposed in [29]. Note that the Argos and the method from Rogalin et
al. in [26] are not fast algorithms and need channel uses on the order of M , so they cannot
be compared with the fast calibration method. The number of antennas that transmit at
each time instant is shown in Table 5.1. FC-I corresponds to a fast calibration scheme
where the antenna grouping is exactly the same as for Avalanche. However, we also try a
more equally partitioned grouping of antennas in FC-II. The pilots used for transmission
are unit magnitude with random phase uniform in [−π, π]. The channel between all the
BS antennas is assumed to be i.i.d Rayleigh fading.

Table 5.1: Number of antennas transmitting at each channel use.

Scheme Antennas transmitting per channel use. M = 64

Avalanche 1 1 2 3 4 5 6 7 8 9 10 8

FC-I 1 1 2 3 4 5 6 7 8 9 10 8

FC- II 5 5 5 5 5 5 5 5 6 6 6 6

The performance of these schemes is depicted in Fig. 5.5 for M = 64. From Section 5.3, it
can be seen that the minimal number of channel uses required for calibration here is 12.
The performance is averaged over 1000 channel realizations and calibration parameters.
The MSE computation for fast calibration is done after satisfying the norm and phase
constraints mentioned in Section 5.4. In Fig. 5.5, the performance of our proposed fast
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Figure 5.5: Comparison of Fast calibration with Avalanche scheme (M = 64 and the
number of channel use is 12). The curves are averaged across 1000 channel realizations.

calibration is far superior to that of the Avalanche scheme as it does not have the issue
of error propagation and fully makes use of the bi-directional measurements. In addition,
its performance improves when the group sizes are allocated more equitably. Intuitively,
the overall estimation performance of the fast calibration would be limited by the largest
group size and hence it is reasonable to use a grouping scheme that tries to minimize the
size of the largest antenna group.

Fig. 5.6 depicts the MSE for the LS estimator under the fast calibration scheme with the
CRB derived as in Section 5.4 for a given channel realization and M = 64. The antenna
grouping is as in FC-II mentioned in Table 5.1. The MSE computation is done after
satisfying the norm and phase constraints mentioned in 5.4. Note that in contrast to the
performance shown in Fig. 5.5, Fig. 5.6 gives the plot for a single channel realization. We
observe that the fast calibration scheme almost overlap the CRB, which implies that the
estimation technique needs no further improvement for the given F.

Fig. 5.7 compares the MSE across different SNR for the Argos and calibration schemes
from Rogalin in al. in [26] with the CRB derived as in 5.4 for a given channel realization
and M = 16 . The MSE computation is done after satisfying the “norm and phase”
constraints mentioned in 5.4.

Fig. 5.8 compares the AML method in [28] to the CRB derived as in Section 5.4 for a
given channel realization and M = 16 with only one antenna in each group. The MSE
computation assumes the first calibration parameter to be known. Also plotted is the CRB
as given in [28] (termed CRB Viera in the figure) assuming the channel estimate is fully
known (the mean is known and the variance is negligible). In this plot, we use the CRB
equation in (5.31) that is derived under the constraint that the first calibration parameter
is known. We note that our CRB and MSE performance overlap. This demonstrates the
accuracy of our approach to the CRB derivation.

So far, we have focused on an i.i.d internal channel and we have seen in Fig. 5.5 that
size of the transmission groups is an important parameter that determines the MSE of
the calibration parameter estimates. We now consider a more realistic scenario where
the internal channel is based on the geometry of the BS antenna array and make some
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Figure 5.6: Comparison of Fast calibration with CRB (M = 64, the number of channel
use is 12). The plots are generated over one realization of an i.i.d Rayleigh channel.
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Figure 5.7: Comparison of Argos and the method of successive single antenna transmission
and joint estimation with CRB (M = 16 and the number of channel uses is 16). The plots
are generated over one realization of an i.i.d Rayleigh channel.

observations on the choice of the antennas to form a group. We consider an array of 64
antennas arranged as in Fig. 5.9. The path loss between any two antennas is a function of
the distance di→j between the two antennas, (4π

di→j

λ )2, where λ is the wavelength of the
received signal. In the simulations, the distance between adjacent antennas, d, is chosen
as λ

2 . Such a model was also observed experimentally in [28]. The phase of the channel
between any two antennas is modeled in two different ways, due to non-availability of a
true model: 1) random phase, 2) phase dependent on the delay between the two antennas.

i.e, 2π
di→j

λ .

Fig. 5.10 compares the MSE and the CRB under the two different assumptions of channel
phase, when the antennas transmit one at a time (i.e, no grouping) and shows that the
choice of phase has no impact when only one antenna transmits at a time (in this scenario,
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Figure 5.8: Comparison of Alternating ML with CRB for antenna grouping of size unity
and M = 16.

Figure 5.9: 64 Antennas arranged as a 4 × 16 grid.
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Figure 5.10: MSE and CRB with delay dependent and random assumptions for the channel
phase for an antenna transmit group size of 1 (M = 16 and number of channel uses is 16).

the SNR is defined as the signal to noise ratio observed at the receive antenna nearest to
the transmitter).

We next consider a scenario where antennas transmit in groups of 4 each. Note that this
is not the fastest grouping possible, but the example is used for the sake of illustration.
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Figure 5.11: Interleaved and non-interleaved MSE and CRB for random phase assumptions
for the channel for an antenna transmit group size of 4 (M = 64 and the number of channel
uses is 16).

We consider two different choices to form the antenna group: 1) Interleaved grouping
corresponding to selecting antennas with the same numbers as in Fig. 5.9 into one group,
2) Non-interleaved grouping corresponding to selecting antennas in each column into one
group.

Fig. 5.11 shows that in the case of randomized phase for the channel between antenna
elements, interleaving of the antennas used in a group result in performance gains of about
10dB. Intuitively, the interleaving of the antennas ensures that when this group transmits,
the received signal to the rest of the antennas appear as independent as possible. Also
note that at regions where the MSE begins to saturate, the CRB is higher than the MSE
and is no longer applicable, due to reasons explained in section 5.4.4. Fig. 5.12 shows the
performance in the case of delay dependent phase for the internal channel. In this scenario,
interleaving is absolutely essential to ensure identifiability in the fast calibration estimator.
In fact, for the non-interleaved case, the Fischer matrix, apart from the singularity that
occurs due to the scale factor ambiguity, is very ill-conditioned, leading to a CRB that
falls out of the range of Fig. 5.12. The corresponding estimation MSE remains bounded
though as discussed in Section 5.4.4.

5.7 Summary

In this work we presented a general calibration framework which unifies the existing cal-
ibration schemes. We show that different antenna partition leads to different calibration
methods. By deriving the calibration parameter estimators under this general framework,
we point out that most existing calibration methods are based on LS estimation.

The unified framework opens up new possibilities on calibration and as an example, we
propose a family of fast calibration schemes based on antenna grouping. The number
of slots needed for the whole calibration process is in the order of a square root of the
antenna array size rather than scaling linearly with number of antennas. In fact it can be
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Figure 5.12: Interleaved and non-interleaved MSE and CRB for delay dependent phase
assumptions for the channel for an antenna transmit group size of 4 (M = 64 and the
number of channel uses is 16).

as fast as the existing Avalanche calibration method, but avoids the severe error propa-
gation problem and greatly outperforms its counterpart, as has been shown by simulation
results. We also come up with a simple and elegant CRB formulation for the estimation
of the calibration parameters. As the group calibration reduces to the existing calibration
methods for groups of size unity, the CRB can be used to evaluate the existing state of
the art calibration methods as well.

Moreover, we also differentiate the notion of coherent and non-coherent accumulations for
calibration observations. We illustrate that, it is possible to perform calibration measure-
ment using slots sparsely distributed on the time axis, which makes the calibration process
consume a vanishing fraction of time resources and will not interrupt the ongoing data
service.

In the simulation part, we compared the performance of different calibration methods
with the CRB as the benchmark. We also show that interleaved grouping outperforms
non-interleaved grouping.

Appendices

5.A Optimal grouping

Lemma 1. Fix K ≥ 1. Let us define an optimal grouping as the solution G∗, L∗1, . . . , L
∗
G∗

of the maximization

max∑G
i=1 Li=K

∑
i<j

LiLj . (5.41)

Then the optimal grouping corresponds to the case L∗1 = · · · = L∗G∗ = 1 with G∗ = K. The
number of calibrated antennas is then equal to 1

2K(K − 1) + 1.
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Proof. Since the variables L1, . . . , LG, G are discrete and
∑

i<j LjLi is upper bounded by

K2, (5.41) admits at least one solution. Let L = (L1, . . . , LG) be such a solution. We
reason by contradiction: suppose that there exists j such that Lj > 1. Without loss of
generality, we can suppose that LG > 1. Then, we can break up group G and add one
group which contains a single antenna, i.e. let us consider L′ = (L1, . . . , LG − 1, 1). In
that case, it holds

∑G
i=1 Li =

∑G+1
i=1 L′i = K and

G+1∑
j=2

j−1∑
i=1

L′jL
′
i

=

G−1∑
j=2

j−1∑
i=1

L′jL
′
i + (L′G + L′G+1)

G−1∑
i=1

L′jL
′
i + L′GL

′
G+1

=
G∑
j=2

j−1∑
i=1

LjLi + L′G >
G∑
j=2

j−1∑
i=1

LjLi

which contradicts the fact that L is solution to (5.41). We conclude therefore that Lj = 1
for any j and G∗ = K.

5.B Construction of F⊥

We show in the following that the column space of F⊥ defined by (5.35) spans the orthog-
onal complement of the column space of F assuming that Pi is full rank for all i and that
either Li ≥Mi or Mi ≥ Li for all i.

Proof. First, using (A⊗B)(C⊗D) = (AC⊗BD), it holds

[
ILi ⊗PT

j Fj −PT
i Fi ⊗ ILj

]︸ ︷︷ ︸
LiLj×(LiMj+LjMi)

[
PT
i Fi ⊗ IMj

IMi ⊗PT
j Fj

]
︸ ︷︷ ︸

(LiMj+LjMi)×MiMj

= 0 . (5.42)

Then, the row space of the left matrix of (5.42) is orthogonal to the column space of the
right matrix. As F in (5.27) and F⊥H are block diagonal with blocks of the form of
(5.42), it suffices then to prove that the following matrix M has full column rank, i.e.
LiMj + LjMi, which is then also its row rank

M :=

(
ILi ⊗PT

j Fj −PT
i Fi ⊗ ILj

(FiPi)
∗ ⊗ IMj IMi ⊗ (FjPj)

∗

)
. (5.43)

Denote Ai := PT
i Fi ∈ CLi×Mi and Aj := PT

j Fj ∈ CLj×Mj . Then, by assumption, it holds
that either rank(Ai) = Mi and rank(Aj) = Mj or rank(Ai) = Li and rank(Aj) = Lj . Let
x = [xT1 xT2 ]T be such that Mx = 0 and show that x = 0. Since Mx = 0, it holds{

(ILi ⊗Aj)x1 − (Ai ⊗ ILj )x2 = 0
(AH

i ⊗ IMj )x1 + (IMi ⊗Aj)x2 = 0.

Let X1 and X2 be matrices such that vec(X1) = x1 and vec(X2) = x2. Then{
AjX1 −X2A

T
i = 0

X1A
∗
i + AH

j X2 = 0.
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Multiplying the first equation by AH
j and the second by AT

i , and summing up the two,

we get AH
j AjX1 +X1(AiA

H
i )∗ = 0 which is a Sylvester’s equation which admits a unique

solution if AH
j Aj and −(AiA

H
i )∗ have no common eigenvalues.

On the other hand, the eigenvalues of AH
j Aj and AiA

H
i are real positive so common

eigenvalues of AH
j Aj and −(AiA

H
i )∗ can only be 0. However, this does not occur since by

the assumptions either AH
j Aj or AiA

H
i is full rank. We can then conclude that X1 = 0,

i.e. x1 = 0. We prove similarly that x2 = 0 which ends the proof.
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Chapter 6

Calibration for Hybrid
Beamforming Structure

To bring massive MIMO to practice, it is essential to reduce the cost of building up such
complex systems. Among the most promising solutions, hybrid analog and digital beam-
forming structure has achieved great attention. By introducing phase shifters and reducing
the number of expensive components on digital and RF chains, such as DACs/ADCs as well
as signal mixers, hybrid beamforming structure opens up possibilities to build relatively
low cost massive MIMO systems.

A common way of enabling hybrid beamforming is to pre-define a set of fixed beams in the
DL on which pilots are transmitted to a UE who then simply selects the best beam and
then sends the index back to the BS, who will use it directly for data transmission [57,58].
Such systems have also been specified for LTE-Advanced Pro, in the so-called FD-MIMO
technology [35], but are clearly suboptimal compared to the the case where full CSIT
is available [59]. Under the assumption of full CSIT, a hybrid massive MIMO system
can achieve the same performance of any fully digital beamforming scheme, as long as
the number of RF chains is at least twice the number of data schemes [60]. However,
acquisition of CSIT in a hybrid massive MIMO system is a non-trivial matter, both for
FDD and TDD systems.

The problem was studied in the mmWave band in [61], where the channel can be considered
to have only a few number of dominant rays because of the poor scattering nature of the
channel. While this method works out well for mmWave, it can hardly be generalized
to an arbitrary channel, especially when hybrid beamforming massive MIMO systems are
used in a sub-6GHz band.

Theoretically, if the hybrid analog digital beamforming system is under TDD mode, chan-
nel reciprocity can be used for CSIT acquisition. However, regardless the variety of existing
calibration methods for fully digital systems, none of them can be directly used in a hy-
brid beamforming structure. This is the main reason why TDD reciprocity based methods
have been left behind in hybrid beamforming massive MIMO systems [58]. In this chap-
ter, we introduce an equivalent hybrid model, which allows us to perform TDD reciprocity
calibration. We show that by addressing the CSIT acquisition problem from a different
aspect, we can avoid beam training or selection and achieve near perfect CSIT without
any assumptions on the channel.
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Figure 6.1: Structure of a TDD hybrid beamforming transceiver, where both the transmit
and receive paths are shown. The transceiver can dynamically change the connexion of
different switches on the two sides of the analog beamformer to set itself to the transmitting
or receiving mode.

6.1 Hybrid structure

The structure of a TDD hybrid beamforming transceiver is shown in Fig. 6.1 [62] where
the digital beamformer is connected to MRF RF chains, which then go through an analog
beamforming network and are connected with power amplifiers (PA)/low noise amplifier
(LNA) and Mant antennas. Note that it is also possible to place PAs and LNAs in the RF
chains before the analog beamformer so that the number of amplifiers are less. However, in
that case, each amplifier needs more power since it amplifies signal for multiple antennas.
Additionally, in the transmission mode, the insertion loss of analog precoder working in the
high power region makes the transceiver less efficient in terms of power consumption. In
reception mode, the fact of having phase shifters before LNAs also results in a higher noise
figure in the receiver. It is thus a better choice to have PAs and LNAs close to antennas. To
this reason, we stick our study in this chapter to the structure in Fig. 6.1. The discussion
in this chapter, however, can also be applied to the case where the PAs/LNAs are placed
before the analog beamformer.

The analog beamformer is interpreted as analog precoder and combiner in the transmit
and receive path, respectively. Two types of architecture can be found in literature [58,63]:

• Subarray architecture: Each RF chain is connected to Mant/MRF phase shifter
as shown in Fig. 6.2a. Such a structure can be found in [57,64–66]

• Fully connected architecture: Mant phase shifter are connected to each RF
chain. Phase shifters with the same index are then summed up to be connected
to the corresponding antenna, as shown in Fig. 6.2b. This structure can be found
in [61,67–69].

Since the BS is not fully digital, assigning orthogonal pilots to different antennas for
channel estimation per antenna can not be used. Additionally, even assuming that we can
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Figure 6.2: Two types of analog beamforming structure.

have perfect channel estimation for all antennas at the UE, it is unfeasible to feedback
this information back to the BS, because in a massive MIMO system, the UL overhead
will be so heavy that at the time the BS gets the whole CSIT, the information has already
outdated.

In order to address this problem, we are going to make use of TDD channel reciprocity
for CSIT acquisition. We firstly show how this is possible for “subarray architecture” by
enable reciprocity calibration. We then provide some ideas to calibrate a fully connected
hybrid beamforming architecture.

6.2 Calibration for subarray architecture

6.2.1 System model

Consider a sub-array hybrid beamforming system as shown in Fig. 6.3, where node A with
MA
ant antennas communicates Ms data streams to node B with MB

ant antennas. MA
RF and

MB
RF are the number of RF chains, such that Ms ≤MA

RF ≤MA
ant and Ms ≤MB

RF ≤MB
ant.

In Fig. 6.3, we use VA
BB ∈ CMA

RF×Ms and WB
BB ∈ CMs×MB

RF to represent the base-

band digital beamforming matrix at node A and B, respectively. VA
RF ∈ CMA

ant×MA
RF

and WB
RF ∈ CMB

RF×M
B
ant are the analog beamforming precoders and combiners. We use

TA
1 ∈ CMA

RF×M
A
RF , TA

2 ∈ CMA
ant×MA

ant , RB
1 ∈ CMB

RF×M
B
RF and RB

2 ∈ CMB
ant×MB

ant to rep-
resent the transfer functions of the corresponding hardwares. The diagonal elements of
TA

1 and RB
1 capture the hardware characteristics of the MA

RF and MB
RF RF chains includ-

ing the DACs/ADCs, signal mixers and some other components around, whereas, their
off-diagonal elements represent the RF crosstalk. Similarly the diagonal of TA

2 and RB
2

are used to represent the properties of power amplifiers as well as some surrounding com-
ponents after phase shifter on each branch and their off-diagonal elements represent RF
crosstalk and antenna mutual coupling [39]. If we transmit a signal s through a channel

C ∈ CMB
ant×MA

ant , at the output of the digital combiner of node B, we have

y = WB
BBRUE

1 WB
RFRB

2 CTA
2 VA

RFTA
1 VA

BBs + n, (6.1)

where y is the Ms × 1 received signal vector and n ∼ CN (0, σ2
nI) is the noise vector.
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Figure 6.3: Hybrid beamforming system where node A is transmitting Ms data schemes
to node B. The switches at node A are connected to the transmit path whereas those at
node B are connected to the receive path.

In a TDD system, the physical channel is reciprocal within the channel coherence time,
i.e., in the reverse transmission, the physical channel from B to A can be represented by
CT .

6.2.2 Equivalent system model

In order to calibrate the hybrid beamformng TDD systems, let us firstly introduce an
equivalent system model which simplifies the signal model in (6.1), where we observe the
hardware blocks are mixed up with digital and analog beamforming matrices. Note that
TA

1 and RB
1 can be assumed diagonal, since proper RF circuit design usually ensures

very small RF crosstalk (i.e., RF leakage from one RF chain to the others) with regard
to the diagonal values. Since VA

RF and WB
RF , representing the analog beamformers for

each RF chain, have block diagonal structures, the matrix multiplication is commutative
if we introduce a Kronecker product such as VA

RFTA
1 = (TA

1 ⊗ IA)VA
RF and RB

1 WB
RF =

WB
RF (RB

1 ⊗IB), where IA and IB are identity matrices of size MA
ant/M

A
RF and MB

ant/M
B
RF ,

respectively. The signal model in (6.1) thus has an equivalent representation as

y = WB
BBWB

RF︸ ︷︷ ︸
WB

(RB
1 ⊗ IB)RB

2︸ ︷︷ ︸
RB

C TA
2 (TA

1 ⊗ IA)︸ ︷︷ ︸
TA

VA
RFVA

BB︸ ︷︷ ︸
VA

s + n,
(6.2)

where we group up the digital and analog transmit and receive beamforming matrices into
VA and WB. The hardware transfer functions are also put together and become TA and
RB.

An intuitive understanding of this alternative representation on the transmit part is shown
in Fig. 6.4, where we

1. replace all shared hardware components (mixers, filters) on RF chain by its replicas
on each branch with phase shifters;

2. change the order of hardware components such that all components in TA go to the
front end near the antennas.
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Figure 6.4: Equivalent hybrid structure where shared hardware components (mixers, fil-
ters) on RF chain are copied on each branch with phase shifters. The hardware components
are then re-ordered such that all components in TA go to the front end near the antennas.

Note that this equivalent model is general for different hardware implementation, i.e., no
matter how hardware impairments are distributed on the hybrid structure, we can always
use these two steps to create an equivalent system model. For example, if there’s any
hardware impairment within the phase shifter or in DAC, they can also be extracted out
and put into TA using the same methodology.

6.2.3 Effective channel estimation

Consider sending pilots (sA = pA) from A to B using K transmit precoders combined with
L different receive combiners, we can totally accumulate KL measurements:

[yB,l,k]︸ ︷︷ ︸
YB

= [WT
B,1, . . . ,W

T
B,L]T︸ ︷︷ ︸

W̃B

HA→B [VA,1pA,1, . . . ,VA,KpA,K ]︸ ︷︷ ︸
P̃A

+ [nl,k]︸ ︷︷ ︸
N

. (6.3)

where yB,l,k is the block element of YB on the lth row and kth column. W̃B and P̃A are
matrices of size MsL×MB

ant and MA
ant×K, respectively. To obtain the channel estimation,

we vectorize the receive vector as

vec(YB) = P̃T
A ⊗ W̃B︸ ︷︷ ︸

D

·vec(HA→B) + vec(N), (6.4)

where we define D = P̃T
A ⊗ W̃B. The LS channel estimator is

vec(HA→B) = (DHD)−1DH · vec(YB). (6.5)

In order to guarantee that the estimation problem is over determined, we should have
rank(D) ≥ MA

ant ×MB
ant, where rank(D) = rank(P̃T

A)rank(W̃B) according to Kronecker
product’s property on matrix rank. Noting that rank(P̃T

A) ≤ min(M t
ant,K) and rank(W̃B) ≤

min(MsL,M
B
ant), thus, in order to meet the sufficient condition of over determination on

the estimation problem, we should have K ≥MA
ant and L ≥MB

ant/Ms.

Since the objective here is to estimate the effective channel, digital precoder and combiner
are not necessarily needed, i.e. pilots for channel estimation can be inserted after the
digital precoder. In this case Ms = MA

RF and L ≥ MB
ant/M

B
RF . Additionally, in a multi-

carrier system, where, for example, OFDM modulation is used, it is possible to allocate
different carriers to the pilots of different RF chains. Assuming β the number of frequency
multiplexing factor on transmit RF chains, the number of the needed transmit precoder
K ≥MA

ant/β.

The effective channel estimation can be used to obtain UL channel estimation but will
also be served to estimate calibration matrices as will be presented hereafter.
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Figure 6.5: Internal calibration where the whole antenna array is partitioned into group
A and group B. We then perform intra-array measurement between the two groups.

6.2.4 Internal reciprocity calibration

Internal calibration means that the pilot-based channel estimation happens between dif-
ferent antennas of the same transceiver. Assuming a transceiver with Mant antennas,
which can be partitioned into two groups A and B, e.g., A = {1, 2, ..., Mant

2 } and B =

{Mant
2 + 1, ...,Mant}, as shown in Fig. 6.5. When the antennas in group A are connected

to the transmit path of MRF
2 RF chains, the antennas in group B are connected to the

receive path of the rest MRF
2 RF chains. We firstly perform an intra-array transmission

from A to B, and within the channel coherence time, we switch the roles of group A and
B in order to transmit signal from B to A. The bi-directional received signals are given
by {

yA→B = WBRBCTAVApA + nA→B,

yB→A = WARACTTBVBpB + nB→A,
(6.6)

where pA and pB are the transmit pilots; C is the reciprocal intra-array channel and
nA→B and nB→A are the noise components.

If we use HA→B = RBCTA and HB→A = RACTTB to represent the bi-directional
channels between group A and B, including the physical channel in the air as well as
transceiver’s hardware, similar to (4.2), we have

HT
A→BFB = FA

THB→A, (6.7)

where FA = R−TA TA and FB = R−TB TB are the calibration matrices. As pointed out
in Section. 4.1, calibration matrices are usually diagonal, thus, F = diag{FA,FB} =
diag{f1, . . . , fMant}.
Internal reciprocity calibration consists in estimating F based on the intra-array channel
measurement ĤA→B and ĤB→A, without any involvement of other transceivers. Since the
calibration coefficients stay quite stable during a relatively long time, once they are esti-
mated, we can use them together with instantaneously estimated UL channel estimation
to obtain CSIT.
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Replacing the real channel in (6.7) by their estimates (minus estimation errors), (6.7) can
be viewed as a special case of (5.2) of the general framework in Section 5.1, where Pi and
Pj are identity matrices in this case, Yj→i = ĤB→A, Yi→j = ĤA→B. Thus, estimating f
(the diagonal of F) is to solve (6.8) by assuming f1 = 1 or under the unit norm constraint:

f̂ = arg min
f
‖Y(P)f‖2, (6.8)

where
Y(P) =

[
ĤT
B→A ∗ I −I ∗ ĤT

A→B
]
. (6.9)

The solution is given by (5.9) and (5.10).

Although the general framework in Chapter 5 helps us quickly solve (6.8), we provide
also a classical approach to address the problem, which helps us explain some simulation
results in Section. 6.4. Let us denote the antenna index in group A and B by i and j,
respectively, since F is a diagonal matrix, from (6.7), we have

fjhi→j = fihj→i,

where, i ∈ {1, 2,..., Mant

2
}, j ∈ {Mant

2
+ 1, ...,Mant}.

(6.10)

The problem then becomes very similar to that in [26]. Let us use J to denote the cost
function of a LS estimation problem such as

J(f1, f2, ..., fant) =
∑

i∈A,j∈B
|fjhi→j − fihj→i|2. (6.11)

Estimating the calibration coefficients concerns in minimizing J subject to a ‖f‖2 = 1or
f1 = 1. We adopt in our method the the unit norm constraint, the Lagrangian function
of the constrained LS problem is given by

L(f , λ) = J(f)− λ(‖f‖2 − 1), (6.12)

where λ is the Lagrangian multiplier. By setting the partial derivatives of L(f , λ) with
regard to f∗i and f∗j to zeros, respectively, where f∗i and fi are treated as if they were
independent variable [50], we obtain

∂L(f , λ)

∂f∗i
= Σj∈B(fi|hj→i|2 − fjh∗j→ihi→j)− λfi = 0,

∂L(f , λ)

∂f∗j
= Σi∈A(fj |hi→j |2 − fih∗i→jhj→i)− λfj = 0.

(6.13)

The matrix representation of (6.13) is Qf = λf , where Q ∈ CMant×Mant has its element
on the i-th row and u-th column as

Qi,u =

{
Σj∈B|hj→i|2 for u = i,

− h∗u→ihi→u for u ∈ B, (6.14)

and its element on the j-th row and u-th column given by

Qj,u =

{
Σi∈A|hi→j |2 for u = j,

− h∗u→jhj→u for u ∈ A, (6.15)
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Figure 6.6: Hybrid beamforming system where both the A and B have full connected
architecture as the analog beamformer

with all other elements being 0. The solution is given by the eigenvector of Q corresponding
to its eigenvalue with the smallest magnitude, Vmin(Q).

Note that the general framework under the unit norm constraint gives the solution as
Vmin(Y(P)HY(P)) in (5.10). If we expand Y(P)HY(P) in its element form, we observe
that Q and Y(P)HY(P) are totally the same. Thus the solutions from these two ap-
proaches are equivalent.

Note also that when the calibration coefficients are estimated, we can use them together
with instantaneously estimated UL channel for DL CSIT acquisition. The effective UL
channel estimation can be obtained using the method in Section 6.2.3.

6.3 Calibration for fully connected structure

Until now, we have concentrated on reciprocity calibration for subarray structure. In this
section, we give some ideas on how to calibrate a fully connected architecture for CSIT
acquisition. Consider a system with A and B both using fully connected hybrid beam-
forming structure as in Fig. 6.6. We use Ut

A ∈ CMA
ant×MA

antM
A
RF and Ur

B ∈ CMB
RFM

B
ant×MB

ant

to denote the summation array between amplifiers and phase shifters. The signal model
(6.1) can be written as

y = WB
BBRB

1 WB
RFUr

BRB
2 CTA

2 Ut
AVA

RFTA
1 VA

BBs + n, (6.16)

An example of the summation array Ut
A for MA

ant = 4 and MA
RF = 2 (i.e. 8 phase shifters)

has the following structure:

Ut
A =


1 0 0 0 1 0 0 0
0 1 0 0 0 1 0 0
0 0 1 0 0 0 1 0
0 0 0 1 0 0 0 1

 (6.17)

As Ut
A can be viewed as a block row vector composed of MA

RF identity matrix IMA
ant

, i.e.

Ut
A =

[
IMA

ant
IMA

ant
· · · IMA

ant

]
, we can use a Kronecker product to commute TA

2 Ut
A
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such as TA
2 Ut

A = Ut
A(IMA

RF
⊗TA

2 ). This is equivalent to move the replicas of the PAs (as

well as other components) connected to transmit antennas onto each branch before the
summation operation. A similar approach can be adopted for node B, we can thus get an
equivalent system model of (6.16) as

y = WB
BBWB

RF︸ ︷︷ ︸
WB

(RB
1 ⊗ IMB

ant
)(IMB

RF
⊗RB

2 )︸ ︷︷ ︸
RB

·Ur
BCUt

A︸ ︷︷ ︸
C̃

·

(IMA
RF
⊗TA

2 )(TA
1 ⊗ IMA

ant
)︸ ︷︷ ︸

TA

VA
RFVA

BB︸ ︷︷ ︸
VA

s + n,
(6.18)

where IMA
ant

and IMB
RF

are identity matrices of size MA
ant and MB

ant, respectively. If we

consider Ur
BCUt

A as a composite propagation channel C̃, the equivalent signal model is
similar to (6.2).

When the system is in reverse transmission, the switches at the node A are connected to
the receive path whereas those at the node B are connected to the transmit path. Thus,
the reverse composite channel can be written as Ur

ACTUt
B, which can be easily verified

as C̃T , implying that the channel reciprocity is maintained. Note that if there exist some
hardware impairment in the summation operation Ut

A or Ur
B, we can represent Ut

A and
Ur
B as E t

AUt
A,0 or Ur

B,0 E r
B where Ut

A,0 andUr
B,0 are the ideal summation matrices as in

(6.17), E t
A and E r

B are impairment matrices which can be absorbed into TA
2 or RB

2 .

For a fully connected architecture, internal reciprocity calibration is not feasible since it
is not possible to partition the whole antenna array into transmit and receive antenna
groups. To enable TDD reciprocity calibration for this structure, a reference UE with a
good enough channel should be selected to assist the BS to calibrate, such as [23] proposed
for a fully digital system. In this case, the bi-directional transmission no longer happens
between two partitioned antenna groups A and B but is between the BS and the UE.
The selected reference UE needs to feed back its measured DL channel to the BS during
the calibration procedure. Methods in Section 6.2.4 can still be used to estimate the
calibration matrices for both BS and UE. Note that although UE feedback is heavy, the
calibration does not have to be done very frequently, thus, such a method is still feasible.

Another possible way is to use a dedicated device at the BS to assist the antenna array
for calibration, e.g., using a reference antenna as in [25]. Using this method, DL channel
measurements feedback from UE can be avoided, but a dedicated digital chain needs to
be allocated to the assistant device, introducing an extra cost.

6.4 Simulation results

As a proof-of-concept, we perform simulation of an internal calibration for a sub-array
hybrid transceiver with 64 antennas and 8 RF chains. To the extent of our knowledge,
signal mixers and amplifiers are the main source of hardware asymmetry. For different
RF chains, signal mixers introduce random phases when multiplying the baseband signal
with the carrier, whereas the gain imbalance between different amplifiers can cause their
output signal having different amplitudes. Apart from these two main factors, other
components can also have some minor impacts, e.g., the non-accuracy in the phase shifter
can add a further random factor to the phase. In this simulation, we capture the main
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effects of these hardware properties introduced by signal mixers and amplifiers, though
the calibration method is not limited to this simplified case. We assume that the random
phase introduced by the signal mixers in T1 and R1 are uniformly distributed between −π
and π whereas the amplitude difference in T2 and R2 are independent variables uniformly
distributed between [1 − ε 1 + ε], with ε chosen such that the standard deviation of the
squared-magnitude is 0.1.

The intra-array channel model between antenna elements strongly depends on the antenna
arrangement in the array, antenna installation, as well as the frequency band. In the
simulation, we focus on a sub-6GHz scenario and adopt the experiment based intra-array
radio channel in [28], where the physical channel ci,j between two antenna elements i and
j in the same planar antenna array is modeled as

ci,j = |c̄i,j |exp(j2πφi,j) + c̃i,j . (6.19)

where c̄i,j is the near field path 1 between two antenna elements and c̃i,j absorbs all other
multi-path contributions due to reflections from obstacles around the antenna array. For
simplicity reasons, we assume the 64 antennas follows a co-polarized linear arrangement
with an antenna space of half of the wavelength. According to the measurements in [28],
the magnitude for two half-wavelength spaced antennas are −15dB and at each distance
increase of half of the wavelength, |c̄i,j | decreases by 3.5dB. φi,j is modeled as uniformly
distributed in [0, 1[ since a clear dependence with distance was not found. The multi-path
components by an i.i.d zero-mean circularly symmetric complex Gaussian random variable
with variance σ2 = 0.001.

For the internal calibration, different antenna partition strategies are possible, where the
optimal solution is yet to be discovered. In our simulation, we chose two different antenna
partition scenarios: “two sides partition” and “interleaved partition” as shown in Fig. 6.7.
The “two sides partition” separate the whole antenna array to group A and B on the left
and right sides whereas the “interleaved partition” assigns every 8 antennas to A and B
alternatively.

(a) Two sides partition

(b) Interleaved Partition

Figure 6.7: Two partitions. The above figure shows the “two sides partition” where
group A and B contain 32 antennas on the left and right sides of the linear antenna
array, respectively. The bottom figure illustrates the “interleaved partition” where every
8 antennas are assigned to group A and B, alternatively.

In the first simulation, we would like to verify the feasibility to calibrate a hybrid beam-
forming transceiver using internal calibration. For this purpose, we use the “two sides

1This term is called “antenna mutual coupling” in [28], which is slightly different from the classical
mutual coupling defined in [39] where two nearby antennas are both transmitting or receiving. We thus
call this term “near field path” describing the main signal propagation from one antenna to its neighbor
element.
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Figure 6.8: Estimated calibration matrix vs. real calibration matrix. The blue circles are
predefined calibration coefficients and the red stars are estimated values after elimination
of the complex scalar ambiguity.

partition” scenario and assume no noise in the bi-directional transmission between group
A and B. We use 8 i.i.d Gaussian random variables as pilots after the baseband digital
beamforming and only apply analog precoding whose weights have a unit amplitude, with
their phases uniformly distributed in [−π π[. Using K = 32 and L = 5 such randomly
generated transmit and receive analog beam weights to accumulate 160 measurements2

and applying the method in Section 6.2.4 on the accumulated signal, we can obtain the es-
timated calibration coefficients. For the purpose of illustration, we eliminate the complex
scalar ambiguity, the results are shown in Fig. 6.8.

We observe that the calibration matrix are partitioned in 8 groups, corresponding to 8 RF
chains each with its own signal mixer. On each angle, elements with different amplitudes
mainly correspond to the gain imbalance of independent amplifiers on each branch. We also
observe that the estimated calibration parameters perfectly match the predefined values,
implying that we can recover the coefficients using the proposed method. In a practical
system, as no real value of F is known, all estimated coefficients have an ambiguity up to
a common complex scalar value as explained in Section 6.2.4.

In the next simulation, we study the calibration performance with regard to the number
of intra-array channel measurements. Since the measurements are within the antenna
array, noise from both transmitter and receiver hardware can impact the received signal
quality. For antennas near each other, the main noise source comes from the transmit
signal, usually measured in error vector magnitude (EVM). Assuming a transmitter with
an EVM of −20dB, the SNR of the transmit signal is 40dB. For antennas far away from
each other, noise at the receive is the main limitation factor. Assuming that the system
bandwidth is 5MHz, the thermal noise at room temperature would be −107dBm at the
receiving antenna. Using a radio chain with a noise figure (NF) of 10dB and a total receive
gain equaling to 0dB, the noise received in the digital domain would be around −97dBm.
We assume a 0dBm transmission power per antenna and use the intra-array channel model

2Note that in a practical multi-carrier system, the channel estimation on different RF chains can be
performed on different frequencies as explained in Section 6.2.3, the needed K can then be much less.
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Figure 6.9: MSE of estimated calibration
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“two sides partition scenario”. Both Tx
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Figure 6.10: MSE of estimated calibra-
tion vs. the number of K and L in the
“interleaved partition scenario”. Both Tx
and Rx noise are considered.
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“two sides partition scenario”. Tx and
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Figure 6.12: MSE of estimated calibra-
tion matrix vs. the number of K and
L in the “interleaved partition scenario”.
Tx and Rx noise are simulated indepen-
dently.

as in (6.19) with different K and L values, the calibrated coefficients are measured in its
mean square error (MSE) normalized by the square of the norm of F, such as

NMSEF =
‖F̂− F‖2
‖F‖2 . (6.20)

The result using a unit norm after satisfying the “norm and phase” constraint is shown in
Fig. 6.9 and Fig. 6.10 for “two sides partition” and “interleaved partition”, respectively. We
observe in both cases that, when K < 32, the estimation of F can not converge, since the
intra-array channel estimation problem is under-determined, as explained in Section 6.2.3.
As long as K ≥ 32 and L ≥ 8, it is possible to estimate F to an accuracy with an NMSE
below 10−2. “interleaved partition” has a better performance than “two sides partition”
when the minimum K and L requirements are met. This can be explained by the fact that
the received signals in “interleaved partition” have more balanced amplitudes than in “two
sides partition”, where, the bi-directional transmission between far away antenna elements
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have very little impact on the estimation of F since the received signal are small. Note
that different sets of transmit and receive analog precoding weights can lead to different
performance in the estimation of F, with the best set left to be discovered in future work.
In our simulation, we randomly choose a set of weights and use it for both “two sides
partition” and “interleaved partition”. For comparison purpose, the set of weights for
given K and L values (e.g K = 32, L = 8) is a subset for the weights used when K and L
are bigger (e.g K = 33, L = 9).

Since we simulate the intra-array transmission, both the transmit and receive noise have
been taken into account. In order to understand the impact from the two noise source,
let us simulate for them independently under both antenna partition scenarios. Fig. 6.11
and Fig. 6.12 illustrate the NMSE of F with independently considered noise for “two
sides partition” and “interleaved partition”, respectively. It is obvious that, in both cases,
the noise at the transmit side is dominant and limits the accuracy of the estimated F
whereas if only the receiver’s thermal noise is considered, NMSE of F approaches machine
precision. In fact, if we look back at (6.11), it is the errors present in the bi-directional
channel estimation hi and hj with the highest amplitudes (i.e. internal channels between
nearby antenna elements) that dominate the cost function. For a receiving antenna near
the transmitting element, the received transmit noise is much higher than the thermal
noise generated at the receiving antenna itself.

When the system has accomplished internal calibration, it can use the estimated calibra-
tion matrix together with the instantaneously estimated UL channel to assess the DL CSIT
in order to create a beam for data transmission. The accuracy of the DL CSIT depends on
both the UL CSI and the estimated calibration matrices. In order to study the impact of
both factors, we assume a simple scenario where a subarray hybrid structure BS performs
beamforming towards a single antenna UE. In this case, the DL channel hTBS→UE (we use

transpose since the DL channel is a row vector) can be estimated by f̂−1
UEĥTUE→BSF̂BS ,

where ĥUE→BS is the estimated UL channel. ĥUE→BS = hUE→BS + ∆hUE→BS , where
∆hUE→BS is the UL channel estimation error, hUE→BS = RBSctUE , with the UL physical
channel vector c modeled as a standard Rayleigh fading channel. f̂−1

UE and F̂BS are the cal-
ibration coefficients for both UE and BS. Let us use F = fUEFBS to denote the calibration
matrix including coefficients from both UE and BS. Its estimation F̂ can be represented
by F̂ = F + ∆F with ∆F denoting the estimation error. The estimation errors in ∆hUE
and ∆F are assumed to be i.i.d Gaussian random variables with zero mean and σ2

n,UL,

σ2
F as their variance, respectively. NMSEF can be calculated as NBS

antσ
2
F/‖F‖2. Without

considering the complex scalar ambiguity, which does not harm the finally created beam,
we can calculate the NMSE of the DL CSI as

NMSEDL =
1

NBS
ant

E
[
‖ĥTUE→BSF̂− hTBS→UE‖2

]
=

1

NBS
ant

E
[
‖hTUE→BS∆F + ∆hTUE→BSF̂‖2

]
=

1

NBS
ant

Tr
{

∆FHΩ∗∆F + σ2
n,ULF̂HF̂

} (6.21)

where Ω is the covariance matrix of the UL channel, i.e. Ω = E[hUE→BShHUE→BS ].

The NMSE of the calibrated CSIT on different NMSEF and NMSEUL
3 is shown in

3NMSEUL = 1
NBS

ant
E
[
‖∆hUE→BS‖2

]
= σ2

n,UL.
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Figure 6.13: The accuracy of acquired CSIT as a function of the accuracy of the reciprocity
calibration matrix and instantaneously measured UL CSI.

Fig. 6.13. We observe that when the accuracy of the UL CSI is low, it is the main limiting
factor on the calibrated DL CSIT. As the UL CSI accuracy increases, the accuracy on
F̂ begins to influence the DL CSIT. In a calibrated system where NMSEF = 10−2 and
NMSEUL = 10−2, it is possible to have almost perfect DL CSIT with an NMSE under
10−1.

6.5 Summary

We presented a CSIT acquisition method based on reciprocity calibration in a TDD hybrid
beamforming massive MIMO system. Compared to state-of-the-art methods which assume
a certain structure in the channel such as the limited scattering property validated only in
mmWave, this method can be used for all frequency bands and arbitrary channels. Once
the TDD system is calibrated, accurate CSIT can be directly obtained from the reverse
channel estimation, without any beam training or selection. It thus offers a new way to
operate hybrid analog and digital beamforming systems.
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Chapter 7

Calibration Parameter Tracking
Allowing Fast Correction of
Sudden Variations

The existing calibration schemes, as well as our previously proposed methods, are mainly
for the objective of tuning a totally uncalibrated system. For a BS continuously providing
data services, such calibration procedures needs to be repetitively performed at a certain
pace. Although, in theory, the calibration parameters stay quite stable during the time, as
the number of antennas becomes large, the time interval between two consecutive calibra-
tions tends to be shorter if we would like to ensure the whole system to be always under
calibrated status. At each calibration, resources need to be allocated to estimate the hard-
ware asymmetry, the normal function of data service would be unavoidably influenced or
even interrupted. It is thus beneficial to come up with a calibration parameter tracking
algorithm, which can fully make use of the previous calibration information to render the
current calibration light and easy to do. Such a tracking scheme can be considered as
a system health monitoring mechanism which observes the calibration status during the
time, and once detects a sudden variation, can quickly correct the changed parameter.

State of the art work on this topic can be found in [48,70], where under the assumption that
the majority of the calibration parameters remain unchanged, the vector representing the
coefficients’ difference between two consecutive calibrations enjoys sparsity. The author
thus suggests to use compressive sensing techniques to recover the changed parameter. By
assuming a certain number of changed parameters, it is possible to perform bi-directional
transmission with the assistance of a UE or a reference antenna using a set of virtual
antenna beams on the order of O(log(M)), where M represents the number of antennas,
to accumulate a few observations and recover the changed parameter. This method allows
less usage of resources for consecutive calibrations. However, the error recovery is based on
the assumption that the number of changed parameters are predefined, and as long as the
number of real changed parameters are larger than the predefined one, the recovery can
not be achieved. Moreover, as the channel is embedded into the vector representing the
parameter change, this method is not robust enough against noise and small variations for
scenarios where channels between BS and UE have very different amplitudes, especially in
distributed massive MIMO cases.

We propose, in this chapter, a calibration parameter tracking method, which evolves the
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estimated parameters together with the real calibration coefficients1. The method is suit-
able for both co-located and distributed massive MIMO and can be easily adapted to
almost all existing initial calibration processes. It can avoid the whole calibration process
if all calibration parameters stay unchanged during two consecutive calibrations, which
can happen quite often. When some parameters changed, we use a binary tree search
algorithm to detect the changed parameter and correct them rather than re-calibrate the
whole system.

The remainder of this chapter is organized as follows: Section 7.1 presents two types of
changes in calibration parameters. Section 7.2 describes our proposed calibration param-
eter tracking algorithm. Section 7.3 illustrates the simulation results and we draw the
conclusion in Section 7.4.

7.1 Evolution of calibration parameters

Calibration parameters represent the RF hardware properties and are independent of the
physical channel in the air. Some measurement results in [25] show that these parame-
ters stay quite stable during the time. In order to observe how calibration parameters
evolve with the time, we also carried out a measurement on a SISO TDD system built
up with two cable-synchronized ExpressMIMO2 cards on EURECOM’s OpenAirInterface
platform. The whole measurement lasts 62 hours and every 2 minutes we activated the
Argos calibration parameter estimation algorithm. The result of the experiment is illus-
trated in Fig. 7.1, where the full and dotted line represent the deviation of magnitude and
angle respectively. The angle deviation is calculated as the difference with the mean angle
value normalized by π, same as in [25]. We observe that the calibration parameter stays
quite stable during a relatively long time with very small deviation and then a sudden
sporadic change can appear in the angle and the a new stable state can be established.
Note that such sporadic changes have been observed several times after repetition of the
same experiment.

The observations in Fig. 7.1 indicates two types of variations:

• Smooth variations which usually varies over several minutes and especially due to
temperature changes. Experimental measurements on the relationship of hardware
parameters and temperature can also be found in [71].

• Sporadic sudden variations that may be caused by hardware glitches. In re-
ality, a practical system will always experience phenomenons such as power surge
or interruption, as well as lost of synchronization because of various reasons. Such
“incidents” happening in hardware can cause sporadic sudden variations as observed
in Fig. 7.1.

The object of this work is to propose a calibration tracking scheme addressing these two
types of variation.

1This chapter is a joint work with Alexis Decunringe and Maxime Guillaud from Huawei Technologies
(Paris)
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Figure 7.1: Deviation of calibration parameter during 62 hours.

Figure 7.2: Illustration of the division of the antenna array into two groups A and B of
antenna elements.

7.2 Calibration parameter tracking

Let us consider a massive MIMO system with M antennas and model the transmit and
receive RF front-ends on the given carrier using T = diag{t1, t2, . . . , tM} and R =
diag{r1, r2, . . . , rM} respectively. Our proposed calibration tracking scheme lies in two
principles:

• Bi-directional measurements between groups of antenna elements: we par-
tition the whole antenna array into two groups, denoted by A and B, each with NA

and NB antennas, as in Fig. 7.2. Bi-directional measurements between these two
subgroups are then transmitted over the air:

– Antennas of group A jointly send a pilot; all antennas of group B are listening.

– Antennas of group B jointly send a pilot; all antennas of group A are listening.

• Two modes of calibration: a normal mode where bi-directional measurements
are exchanged between the two subgroups of antennas (in a coherent or a non-
coherent manner) and an urgent mode performed when a sudden variation in the
calibration parameters is detected. Dedicated signals are then sent in order to correct
incriminated calibration parameters.

In the sequel, we detail the calibration tracking algorithm for the two modes in a top-
down manner. Note that signal exchanges between BS antenna elements, as well as the
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tracking algorithms related to these signals are independent from the mode framework.
In particular, we should be able to use the signal exchanges proposed in normal mode
without ever switching to urgent mode. In that case, the hierarchic two mode structure
does not exist and the system always stays at the normal mode.

7.2.1 Inter-operation between two calibration modes

Let us firstly look at how the two calibration modes inter-operate with each other:

• Normal mode: bi-directional measurements between A and B are performed at
different time slots, as in Fig. 7.3. At each time slot, an estimation of calibration co-
efficients is performed if enough bi-directional measurements have been accumulated
and a metric η is calculated from the received signals and the previously estimated
calibration parameters. We then compare η with a threshold χ0. If this metric is
too high, the system switches to urgent mode, as in Fig. 7.4.

• Urgent mode: in this mode, a dedicated sequence of signals is sent and calibration
parameters are corrected after Lu bi-directional measurements have been exchanged,
where Lu depends on how many measurements are required to identify the uncali-
brated antenna(s). After Lu bi-directional measurements, the system goes back to
the normal mode, as shown in Fig. 7.4.

The objective of the normal mode is to 1) evolving the estimation of calibrated parameters
in line with its smooth evolution; 2) detect any loss of calibration within the system as early
as possible and in a spectrally efficient manner (requiring few pilot signal transmissions).
This mode however does not always enable to identify the (one or multiple) uncalibrated
antennas. The objective of the urgent mode is, after a detection of loss of calibration,
we identify as quickly as possible the (one or several) uncalibrated antenna(s), and to
re-calibrate them.

Figure 7.3: Illustration of two calibration modes.

Figure 7.4: Transition between the normal and urgent mode.
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7.2. CALIBRATION PARAMETER TRACKING

7.2.2 Normal mode

In normal mode, bi-directional measurements are iteratively exchanged between two an-
tenna groups A and B. The channel may be considered as constant during a given time
interval where we can accumulate Lc coherent consecutive measurements. We then per-
form non-coherent accumulation for TNC such intervals as described in Section. 5.5 and
illustrated in Fig. 7.5.

Figure 7.5: Non-coherent accumulation of groups of coherent signals.

If enough accumulations have been exchanged in the past, i.e. TNC ≥ M
L2
c
, an estimation

of calibration parameters is performed.

Consider PA,t and PB,t as the pilot matrices of group A and B with size MA × Lc and
MB × Lc, respectively, transmitted during non-coherent slot t, where t ∈ {1, 2, . . . , TNC}
with TNC representing the total non-coherent time slots. For each coherent time slot l,
where l ∈ {1, 2, . . . , Lc}, A and B exchange the lth column of the their pilot matrices
PA,t and PB,t. The received matrices during time slot t are denoted as YB→A,t and
YA→B,t with size MA × Lc and MB × Lc, respectively. We use FA,t and FB,t to denote
the calibration matrices at time slot t, i.e. the diagonal calibration matrix Ft is composed
of FA,t and FB,t, such as

Ft =

[
FA,t 0

0 FB,t.

]
(7.1)

Same as the observation under the general calibration framework in (5.2), the reciprocity
property can be expressed by

PT
A,tF

T
A,tYB→A,t = YT

A→B,tFB,tPB,t + ÑA,B, (7.2)

with ÑA,B representing some noise sourcing from the received signal. Assuming the cal-
ibration matrix stays unchanged during TNC non-coherent time slot, we can thus tem-
porarily drop the time index on FA and FB. Similar as(5.40), the estimated calibration
parameters at time slot t can be obtained by solving the following LS problem

f̂t = arg min
fA,fB

TNC∑
t=1

∥∥(YT
B→A,t ∗PT

A,t)fA − (PT
B,t ∗YT

A→B,t)fB
∥∥2
,

= arg min
f
‖Y(P)f‖2.

(7.3)

where ft, fA, fB are the diagonal vector of Ft, FA and FB, respectively, Y(P) = [Y1(P1)T , . . . ,
YTNC

(PTNC
)T ]T with Y t(Pt)

T = [YT
B→A,t ∗ PT

A,t − PT
B,t ∗YT

A→B,t], t ∈ {1, 2, . . . , TNC}.
The minimization is calculated subject to ‖f‖ = 1 orf1 = 1. As the cost function in (7.3)
takes into account the measurement of a quite long time duration, when f experiences
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some smooth variation as described in section 7.1, the estimated calibration matrix can
gradually update its value, thus following the smooth evolution of the real f .

When A and B exchange pilots, PA,t and PB,t can be constructed as follows. Each element
on the ith row and jth column, denoted as pAi,j ,t and pBi,j ,t can be randomly chosen with
a constant amplitude p0 and a phase, noted by θi,j or φi,j uniformly distributed in ]−π π],
given as

pAi,j ,t = p0e
iθi,j where 1 ≤ i ≤MA, 1 ≤ j ≤ Lc,

pBi,j ,t = p0e
iφi,j where 1 ≤ i ≤MB, 1 ≤ j ≤ Lc

(7.4)

After each non-coherent time slot t, we should judge if the f has experienced a sporadic
sudden variation. This can be done by calculating the LS metric ‖Y t(Pt)ft−1‖2, where we
use the pilots and accumulated observations at time t with the previously estimated f at
t − 1. Let us first ignore the noise, if we assume f stays unchanged, i.e., ft = ft−1, then
‖Y t(Pt)ft−1‖2 = 0, otherwise, the changes in f will lead this metric to be non-zero. Thus
evaluating whether the metric is zero is a basic criterion to detect if f has changed. When
noise is considered, we should define a threshold, such that when the calculated metric is
larger than it, the urgent mode is triggered. Assume ft = ft−1, from (5.34), we have

Y t(Pt)ft−1 = F⊥Ht−1yt = ñ (7.5)

where

F⊥t−1 =

[
I⊗ (FB,t−1PB,t)

∗

−(FA,t−1PA,t)
∗ ⊗ I

]
. (7.6)

ñ is a colored noise of covariance matrix σ2F⊥Ht−1F⊥t−1 as explained in Section 5.4.3. By
whitening and normalizing the noise as we’ve done in (5.36), we can obtain a weighted
metric such as

ηt =
2

σ2
yHt F⊥t−1(F⊥Ht−1F⊥t−1)†F⊥Ht−1yt =

2

σ2
yHt P⊥Ft−1

yt =
2

σ2
‖n‖2. (7.7)

ηt follows a χ2 distribution with 2M degrees of freedom.

Detection of the changes in calibration parameters can be considered as a hypothesis
testing problem. Considering the null hypothesis (H0) : “calibration parameters stay the
same” and the alternative hypothesis (H1) : “some of the parameters changed”, we can
choose the threshold such that the type I error, noted by α, is fixed at a certain value:

Pr(ηt > χ0|H0) = α. (7.8)

Note that in our case, in order to have a small type II error (some parameters indeed
changed but the algorithm fails to detect them), α should not be too small.

7.2.3 Urgent mode

In case of ηt > χ0, the system is switched to the urgent mode, there is a high probability
that the system is uncalibrated. To re-calibrate the system, there are two possibilities.
The basic solution is to accumulate Lu ≥

√
M coherent consecutive bi-directional mea-

surements, similar as detailed in the normal mode. We then estimate the calibration
parameters using the same equations as in (7.3), with TNC = 1. After this estimation, the
system goes back to the normal mode. This method is suitable to cases where the channel
remains constant over the Lu measurements.
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A better solution would be quickly find the uncalibrated antennas and correct them. This
solution can be further divided into a two step procedure:

• A binary tree search process involving Lb ≤ Lu bi-directional measurements in or-
der to identify uncalibrated antennas and compute corrected calibration parameters
(detailed hereafter),

• Lu − Lb further bi-directional measurements exchanged between two groups of A
and B. If possible, an estimation of calibration parameters is performed after each
bi-directional measurement as detailed in normal mode. The system then goes back
to normal mode after a total number of Lu bi-directional measurements, as shown
in Fig. 7.6.

Figure 7.6: Illustration of the two steps solution in urgent mode.

The binary tree search is performed as illustrated in Fig. 7.7 (with the threshold optimized
off-line):

• During the normal mode, at each non-coherent time slot, a metric η (the subscript
t is dropped for simplicity) is calculated based on the coherent bi-directional mea-
surement between A and B as in (7.7). If η > χ0, the urgent mode is triggered
and we start the binary tree search. Consider this step as the initializations step
of the whole binary tree search method and denote A and B as A1

0 and B1
0 , where

Adk represent the antenna group A in the dth division of the kth iteration, detailed
hereafter.

• Each group A1
0 and B1

0 is further divided into two subgroups. Group A1
0 is divided

into two subgroupsA1
1 andB1

1 . L1
b,1 coherent bi-directional channel measurements are

performed between these two subgroups and a corresponding metric η1
1 is computed.

If η1
1 < χ1

1, where χ1
1 is the corresponding threshold, we do not divide A1

1 any further.
Otherwise, A1

1 and B1
1 will then also be divided into two subgroups each.

• In the same way, B1
0 is divided into two subgroups A2

1 and B2
1 and L2

b,1 coherent bi-
directional measurements are exchanged between them leading to the computation
of a criterion η2

1. The same decision for a further division of A2
1 and B2

1 is performed.

• The process is iterated until each remaining group contains only one element. During
the whole process, k ∈ {0, 1, 2, · · · , log2M − 1}, m ∈ {1, · · · , 2k}.

Note that for each iteration k and division d, we can chose a different threshold χdk.

The complexity of the binary tree search algorithm can be measured by the number of bi-
directional transmission needed, which goes up with the increase of the number of changed
parameters. In case where only one parameter has experienced an sporadic sudden change,
2 log2(M)−1 bi-directional transmissions are needed. If all parameters lost the calibrated
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Figure 7.7: Illustration of binary tree search.

status, then M2/8 + M/4 bi-directional transmissions are needed. For the number of
changed parameters in between, the complexity depend on how they distribute in the
groups we classify. For example, if two parameters changed, we need 2 log2(M) − 1 bi-
direction transmission in the luckiest case and 4 log2(M)− 5 in the worst case.

7.3 Simulation results

In this section, we present the simulation results of our calibration parameter tracking
method in a 64 co-located antenna array. The diagonal elements in T and R are modeled as
i.i.d. random variables, with uniformly distributed phase between [−π π] and independent
magnitude uniformly distributed on [1− ε 1 + ε], with ε chosen such that the standard
deviation of the squared-magnitudes is 0.1, as in [51]. A simplified standard Rayleigh
channel CN (0, I) with the same SNR is assumed between any two antenna elements. Using
the same SNR can be justified by the fact that the during the reciprocity calibration, it is
mainly the noise at the transmitter side which limits the calibration performance, as we
have observed in Section. 6.4.

In the simulation, we use a Fourier pilot with a unit norm (p0 = 1) and phases of its
elements uniformly distributed in [−π π]. The number of coherent accumulation Lc is
1. During two consecutive non-coherent accumulation at time t0 and t1, we assume that
only one parameter suffers a random phase change whereas all other parameters stay
unchanged (smooth variations are ignored). Thus if the algorithm successfully detects
that the systems is out of calibration, it switches to the urgent mode at time t1. The type
I error α is fixed during the the whole binary tree searching process, according to which
we can calculate a dynamic threshold χdk. We perform two simulations with α = 0.1 and
α = 0.4, respectively, and the results are shown in Fig. 7.8-7.10.

We observe that when α is set to be larger, the probability of not successfully detecting the
changed parameter (type II error) is smaller whereas the number of stable parameters being
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Figure 7.8: Probability of failing to detect the changed parameter (type II error).
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Figure 7.9: Number of stable calibration parameters detected as changed (type I error).

wrongly detected as changed parameters (type I error) are higher. This is reasonable since
α represents the probability of type I error. The threshold is bigger when α is smaller, thus
less bi-directional transmissions are needed to accomplish the bi-directional tree search.
With an α set to 0.4, at the SNR of 40dB (SNR between two antenna element in the same
array), we can find the changed parameter with a success probability above 98%. The
number of needed bi-directional transmission is 28. In practice, we should choose the α
according to an acceptable type II error.

7.4 Summary

We propose an easy and fast reciprocity calibration parameter tracking method which can
unleash massive MIMO TDD systems from the repetitive resource consuming calibration
process. The tracking method, in its normal mode alone, is more spectrally efficient than
methods in [25,26] (i.e. requiring less pilot exchange) to maintain the system under a cal-
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Figure 7.10: Number of bi-directional transmission used to detect the random phase
change.

ibrated status, by introducing coherent and non-coherent accumulation of bi-directional
measurements between two antenna groups. With the inter-operation between normal and
urgent mode, the calibration tracking scheme makes the system more robust against hard-
ware glitches by allowing fast detection and correction of sporadic sudden variations of
calibration parameters. If all parameters stay unchanged, which is often the case in prac-
tice, the tracking algorithm can make the system avoid the whole process of re-calibration.
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Chapter 8

Reciprocity Calibration
Coefficients Measurements

A widely adopted assumption in literature, e.g., in [21, 22, 25, 28], is that the crosstalk
between different RF chains and the antenna mutual coupling effect can be ignored. This
assumption was previously mentioned in Section. 4.1 in this thesis and has greatly helped us
to simplify the calibration of calibration matrix. However studies on hardware impairment
show that these effects do exit. For the former, the authors in [72] provided a RF crosstalk
model for two interacting chains and studied its impact on the MIMO performance whereas
for the latter, authors in [19] had an intensive study and showed the relationship between
the antenna mutual coupling matrix and its impedance matrix; besides authors in [41]
show that the transmit and receive antenna mutual coupling matrices are not reciprocal in
most cases. It is thus doubtful in the research community whether the relative calibration
matrix could really be assumed to be diagonal and the performance degradation arising
therefrom is unknown.

To address this problem, in this chapter, we carry out measurements of the calibration
matrix on EURECOM’s OpenAirInterface platform and compare the beamforming perfor-
mance based on different CSIT acquisition methods. We estimate the full matrix, including
the RF chain crosstalk and antenna mutual coupling effect, which has never been done
before. The real-world results from experiment do not only verify the assumption on the
calibration matrix structure but also provide a direct insight on various other phenomenon
on the transceiver hardware and can thus be a useful support for TDD reciprocity hardware
impairment modeling and relevant theoretical analysis.

8.1 System model

In the measurement, we consider a MISO system as illustrated in Fig. 8.1. Node A and
B are equipped with MA antennas and 1 antenna, respectively. The forward and reverse
links between A and B are represented by hTA→B (transpose since the channel from A to
B is a row vector) and hB→A. The relationship between them is given by

hTA→B = hTB→AF, (8.1)

where the calibration matrix F = f−1
B FA = rB

tB
R−TA TA includes all the hardware properties

on both sides .
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Figure 8.1: Reciprocity Model of an MA × 1 MISO system.

8.2 Full estimation of the calibration matrix

In order to verify the diagonal assumption on the calibration matrix, a method able to
estimate the full calibration matrix, including both diagonal and off-diagonal elements is
needed. This can be accomplished by our unified framework in Chapter 5, where for the
sake of simplicity, we explored it under the diagonal assumption. Recalling (5.2) in the
form of two groups A and B under the given MISO system:

PT
AFT

AYB→A − yA→BfBpTB = ÑA,B, (8.2)

as FA is no longer considered as diagonal, (5.4) becomes

(YT
B→A ⊗PT

A)vec(FT
A)− (pB ⊗ yA→B)fB = ñAB. (8.3)

The full estimation of vec(FA) is given by

vec(F̂T
A) = (QH

AQA)−1QH
AqBfB (8.4)

where QA = YT
B→A⊗PT

A and qB = pB ⊗yA→B. By giving fB a predefined value, e.g., 1,
we can estimate the full matrix of FA w.r.t fB.

However, in the place of using the above LS estimator, we adopt in this measurement
campaign the TLS introduced in [21, 22], which also allows for the estimation of full F1.
This method performs the estimation of F directly on the bi-directional channel estimation
and takes into account the errors on both directions. Let us consider K pairs of such
estimation vectors organized in matrices H̃A→B =

[
ĥ1
A→B, ĥ

2
A→B, . . . , ĥ

K
A→B

]T
,

H̃B→A =
[
ĥ1
B→A, ĥ

2
B→A, . . . , ĥ

K
B→A

]T
,

(8.5)

where K > M2
A. The TLS problem for F estimation is given by

F̂ = arg min
∆HB→A,∆HA→B ,F

‖∆HB→A‖2F + ‖∆HA→B‖2F

s.t. H̃A→B + ∆HA→B = (H̃B→A + ∆HB→A)F ,
(8.6)

where ∆HA→B and ∆HB→A are the corrections applied to the estimated values and ‖ · ‖F
is Frobenius norm.

1The main reason for using TLS method is that the measurement campaign is performed before the
discovery of the general framework. However, without going into detail, we point out that the TLS approach
corresponds to a ML estimation in Section 5.4.2 (with the pilots being identity matrices), considering the
fact that it minimizes the sum of estimation error on all bi-directional channel estimations.
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Figure 8.2: ExpressMIMO2 board.

A classical method for solving the TLS problem is based on singular value decomposition
(SVD) [73]. Let D =

[
H̃B→A H̃B→A

]
, the SVD algorithm in complex domain gives

D = UΣV H , (8.7)

where Σ = diag(σ1, ..., σ2MA
) is composed of the singular values of D and σ1 ≥ ... ≥ σ2MA

.
Write V in a block matrix representation as

V =

[
V11 V12

V21 V22

]
(8.8)

with Vij (i, j = 1, 2) being MA ×MA matrices. The sufficient and necessary condition
for the existence of a TLS solution is that V22 is non-singular. In addition, if and only if
σMA

6= σMA+1 the unique solution is given by

F̂opt = −V12V
−1
22 . (8.9)

This solution allows an estimation of the full calibration matrix F and enables our valida-
tion using experiment in this chapter on the widely used assumption that F is diagonal.

For comparison purpose, if we assume the calibration matrix is diagonal, we decompose
(8.6) into MA independent SISO TLS equations.

8.3 Measurement setup

The measurement is carried out using the open-source hardware and software development
platform OpenAirInterface with ExpressMIMO2 boards as illustrated in Fig. 8.2. This
board is built around a low-cost Spartan-6 150LXT FPGA with native PCIexpress on
the FPGA fabric, which is coupled with 4 high-performance LTE RF ASICs on-board,
manufactured by Lime Micro Systems (LMS6002D). The chosen RF technology covers a
very large part of the available spectrum from 300MHz to 3.8GHz with a programmable
bandwidth up to 28 MHz. The board can be used together with OpenAirInterface’s
software defined radio (SDR) OpenAir4G Modem implementing the 3GPP LTE Rel. 10
standard and running in real-time on common x86 Linux machines. For the measurements
in this work, we however used the non real-time mode by simply sending and receiving
frames. All the measurements were taken indoors in a controlled laboratory environment.

In the experiment, we used an LTE-like OFDM waveform for the transmission. Each
OFDM symbol consists of 512 carriers, out of which 300 are filled with random QPSK
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symbols and the rest are set to zero. An extended cyclic prefix (ECP) of 128 samples is
added to each OFDM symbol after the 512-point inverse fast Fourier transform (IFFT).
The sampling rate is 7.68M samples per second, resulting in an effective bandwidth of
4.5MHz. Ten subframes each with 12 ECP-OFDM symbols compose the TDD OFDM
frame which is split into the bi-directinal transmission between A and B. The number
of subframes used for A to B and B to A transmission is determined by the number of
antennas at node A.

We carried our measurements for 3 configurations: 2×1, 4×1 and 15×1 MISO. For 2×1
and 4×1 MISO, we use two ExpressMIMO2 boards, acting as node A and B, respectively.
The two boards are connected with cables for both frame and frequency synchronization.
We activated multiple RF chains (2 or 4) at node A whereas only one RF chain of node
B was used. The antennas at node A spaced by a quarter of the wavelength had fixed
positions whereas we moved around the antenna of node B to create different channels.
In order to make the TLS solution converge, channel measurements for different locations
of B are preferred to be uncorrelated, for which reason, we randomly chose 45 different
locations for node B in the laboratory. When one antenna of node A is on transmission,
other antennas of the same side keep silent so that an orthogonality in the time domain
is achieved. On each chosen location of B, 10 such TDD OFDM frames are sent to
have a better estimation result of the calibration matrix. The carrier frequency used in
the experiment is 1.9 GHz whereas the transmission power is of around 10dBm. Both
transmit and receive gains on all the RF chains are set to 10dB. The receive noise figure
is around 10dB. Depending on the location of B, this gives a SNR of up to 40 dB.

For 15× 1 MISO, we use 4 ExpressMIMO2 synchronized by Ettus Research’s Octo-clock
[74]. The first card is used as the master card. It generates a 61.44MHz clock signal and
a pulse per frame (every 10ms) signal which is amplified by the Octo-clock to synchronize
the other 3 cards. The antenna connected to the last chain of the last card is used as
node B whereas others act as node A. The pilot for each antenna on side A occupies one
subframe duration and every other sub-carrier, thus the first 8 subframes are used for the
15 antennas on node A to transmit its pilots to node B. The antenna at side B uses the
whole band of the last two subframes for B to A transmission.

8.4 Experiment results

We first perform the measurements for 2 × 1 and 4 × 1 MISO systems both using full
estimation and diagonal estimation. The results are shown by Fig. 8.3-8.6 in which each
arc is composed of 300 elements covering the whole bandwidth from the first carrier ν1

to the last carrier ν300. The blue dots are the diagonal elements and other colors are
off-diagonal elements both indicated by fij (i, j = 1, 2, 3, 4) representing the value on
the ith row and jth column in F . We observe that the diagonal estimations in Fig. 8.4
and 8.6 are very similar to the corresponding elements in Fig. 8.3 and 8.5. Diagonal
elements are at least 30dB larger than off-diagonal elements. We also observe that the
amplitude of diagonal elements have different values between 0.8 and 1.4, which is a result
of the RF gain imbalance, knowing that in the perfect case, they should all be 1 under
the given configuration. It is also worth noting that the estimation of F is carried out
independently for different carriers and the smoothness of the amplitudes over the whole
bandwidth implies that efficient pilot design on certain carriers is possible, i.e. in practice,
the calibration does not have to be done for all carriers. Moreover, the phases of the
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Figure 8.3: Full estimation of F in a 2×1
MISO.

−1.5 −1 −0.5 0 0.5 1 1.5
−1.5

−1

−0.5

0

0.5

1

1.5

Real

Im
ag

in
ar

y

f
22

ν
300

f
11

ν
1

Figure 8.4: Diagonal estimation of F in a
2× 1 MISO.
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Figure 8.5: Full estimation of F in a 4×1
MISO.
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Figure 8.6: Diagonal estimation of F in a
4× 1 MISO.

elements, taking the first carrier ν1 as an example, change randomly at each reset of the
card, however its evolution as a function of the frequency can be explained by the signal
propagation delay on the boards. Let us consider a SISO system model in Fig. 8.7 where
the delay effect is separated from other factors. The delays in blocks tA, rA, tB and rB
are noted by τtA , τrA , τtB , τrB respectively and tA0 , rA0 , tB0 and rB0 are blocks without
delay. The calibration matrix can be represented as

f =
rBtA
tBrA

=
rB0tA0e

−j2πντrB e−j2πντtA

tB0rA0e
−j2πντtB e−j2πντrA

= f0e
−j2πν[(τtA+τrB )−(τtB+τrA)] = f0e

−j2πν∆τ

(8.10)

where f0 is the SISO calibration coefficient without delay and ∆τ = (τtA + τrB )−(τtB + τrA)
is the time delay difference between the transmission from A to B and that from B to A.
In our experiment, the total phase spans for different chains over the whole bandwidth are
between 0.95π and 1.1π, which correspond to delay differences between 0.1µs and 0.12µs.
The delay can be introduced by hardwares on the RF chains, such as filters, whereas in
our experiment, it is mainly to due to the delay of the daisy chain used for synchroniza-
tion purpose. If two cards are perfectly synchronized, the span of the arc should be much
shorter, or even become a point for a 5MHz band.

For the 15 × 1 MISO experiment, a full F estimation needs many more independent
locations of B, thus is not easy to obtain. For this reason, we only carried out the diagonal
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Figure 8.7: Reciprocity model with delay.
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Figure 8.8: Calibration parameters for
antenna 1-4 in a 15× 1 MISO (card 1).
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Figure 8.9: Calibration parameters for
antenna 5-8 in a 15× 1 MISO (card 2).
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Figure 8.10: Calibration parameters for
antenna 9-12 in a 15× 1 MISO (card 3).
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Figure 8.11: Calibration parameters for
antenna 13-15 in a 15× 1 MISO (card 4).
The black point at (1, 0) corresponds to
node B.

estimation. The result is shown in Fig. 8.8-8.11, where the black point on card 4 is node B,
whose calibration coefficient is defined as 1. We observe that for card 4, as the RF chains
are on the same board as node B, the calibration coefficients on different frequencies tend
to become a point. Most coefficients on card 2 and 3 also have very short frequency span
since the output of the Octo-clock is quite synchronized. For card 1, since it acts as the
master card and external clock provider, as the Octo-clock introduces a delay between its
input and output, we observe similar arcs for different frequencies as in Fig. 8.3-8.6. In this
measurement, since we perform the estimation directly on the raw data with out having
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Figure 8.12: Beamforming gain of a 4 × 1 MISO system with regard to a SISO system
under different assumptions (SNR averaged over 28 random locations).

selected the best channel measurements, also because of the interpolation and the fact
that less channel accumulation are used for the estimation, the quality of the F estimation
is not as good as in Fig. 8.3-8.6.

8.5 Beamforming performance

When the calibration matrix is obtained in the initializing phase, it can be used in the
transmission phase to assess the CSIT based on the B to A measurement so that the feed-
back of the channel information is avoided. In this section we adopt the MRT beamforming
to compare the beamforming performance under different CSIT acquisition methods. Let
us consider the signal received by B as

y = hTA→Bs+ n (8.11)

MRT beamforming consists in precoding the transmitted symbol x by the normalized
conjugate channel vector as

s =
(ĥTA→B)H

‖ĥA→B‖
x =

ĥ∗A→B
‖ĥA→B‖

x (8.12)

We compare the beamforming SNR noted by γ for a randomly chosen location of B under
4 different assumptions.

• Ideal
In this case, we assume node A knows ĥA→B measured by node B. The beamforming
SNR is given by

γideal =
‖hTA→Bĥ∗A→B‖2
‖ĥA→B‖2

σ2
x

σ2
n

(8.13)
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• No calibration
Under this assumption, the transceiver hardware is considered totally reciprocal and
ĥB→A is considered to be equal to ĥA→B, thus no calibration is needed. The SNR
is

γno calib =
‖hTA→Bĥ∗B→A‖2
‖ĥB→A‖2

σ2
x

σ2
n

(8.14)

• Diagonal F estimation
The RF chain crosstalk and the antenna mutual coupling are ignored and the cal-
ibration matrix is assumed to be diagonal. F , noted by F̂d here, is thus estimated
by solving 4 independent SISO TLS problems. The SNR is given by

γdiag =
‖hTA→B(ĥTB→AF̂d)

H‖2
‖ĥTB→AF̂d‖2

σ2
x

σ2
n

. (8.15)

• Full F estimation
Taking into account the RF chain crosstalk and the antenna mutual coupling, we
estimate the complete calibration matrix F . The SNR is

γfull =
‖hTA→B(ĥTB→AF̂ )H‖2

‖ĥTB→AF̂ ‖2
σ2
x

σ2
n

(8.16)

We randomly choose 28 new locations for node B in the 4 × 1 MISO system and let
node A transmit data after MRT precoding under these 4 assumptions. We then spatially
average the measured SNR for them and compare with that of a SISO system, where only
one RF chain in node A is activated, thus obtain the beamforming gain as illustrated in
Fig. 8.12. Note that, this experiment was conducted independently rather than using the
data having been collected for the estimation of F . We observe that the beamforming
gains of both diagonal estimation and full estimation are very similar to that of the ideal
case, being around 6dB, which means that the channel reciprocity is fully achieved using
relative calibration and ignoring the off-diagonal elements in F is reasonable in a small scale
MISO system. When no calibration is used for TDD system, there is some beamforming
performance degradation. In our 4 × 1 MISO system, the average beamforming gain
without channel calibration is around 2dB, thus having more than 3dB loss with regard
to calibration modes.

8.6 Summary

In this chapter, we presented the calibration experiment setup and the real-world mea-
surement results, which give an insight on the hardware impairment. We also studied
the beamforming performance under different CSIT acquisition methods for a small scale
MISO system and the results indicate that the diagonal assumption of the calibration ma-
trix in [21], [22] is reasonable. However, it is unclear that whether increasing the number of
antennas will make the impact of RF crosstalk and the antenna mutual coupling more se-
vere, although most literature assumes that the calibration matrix is still diagonal [25,28].
It is of high interest in the future work to scale up the experiment to see whether there
would be visible performance degradation if the calibration matrix is still assumed to be
diagonal in a massive MIMO case.
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Chapter 9

How Accurately Should We
Calibrate?

Although various calibration methods were provided, little attention has been given to the
calibration accuracy needed. From a system design point of view, this topic is essential
since it determines how much resources should be used to do the calibration. Consider a
practical massive MIMO TDD system, two different working phases are normally neces-
sary: the calibration phase which is dedicated to estimating calibration coefficients and the
beamforming phase when we perform beamforming based on the CSIT inferred from these
coefficients and the instantly measured UL CSI. Existing literature studies the impact of
the calibration accuracy on the CSIT assuming that the UL channel estimation is perfect,
which is not realistic in practice. Simulations of this type can be found in [27] with no
closed-form solution provided. [75] gives a beamforming performance analysis of the TDD
calibration, but the study was limited to Argos method and ZF precoding where the UL
channel estimation was again assumed to be perfect.

In this chapter, we provide a general closed-form analysis on the DL CSI accuracy, taking
into account the impact from both the accuracy of the calibration coefficients and the
instantaneous UL channel estimation. We show that when the UL channel estimation
is poor, the efforts to improve the calibration coefficients are in vain. Moreover, we will
simulate the impact of both factors on the final beamforming performance using conjugate
and ZF precoding. We will show that in high DL SNR region, ZF is more sensitive to
the inaccuracy in the estimation of calibration coefficients and UL channel. We provide a
method to determine the accuracy level that the calibration coefficients should achieve to
guarantee a certain level of beamforming performance.

9.1 Calibration accuracy

In this section we assume that the calibration matrix F has been already estimated, we
are now in the beamforming phase where we apply F̂ to the instantaneously estimated UL
channel ĥB→A to infer the CSIT hA→B. The accuracy of the CSIT obtained from such a
calibration process depends on three factors: 1) the accuracy of UL channel measurement
ĥB→A, which depends on the channel quality and channel estimator; 2) the accuracy of
the estimated relative calibration matrix F̂, which depends on the calibration method
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and the number of resources used to do the calibration and 3) the reciprocity level of the
UL/DL physical channel in the air, which is determined by the UL/DL switch time and
the channel coherence time. In our analysis, we would not consider the third factor and
assume a perfect reciprocity for the UL/DL physical channel in the air. We perform the
theoretical analysis to understand how the first two factors influence the calibrated CSIT
accuracy.

9.1.1 UL channel estimation error

Let us firstly stick to the MISO scenario in Fig. 8.1. We assume a perfect estimation on
the relative calibration matrix, i.e., F̂ = F, and study the influence of the UL channel
measurement’s quality on the accuracy of CSIT. The signal model for the UL channel
estimation at time instant t is given by

yA,t = hB→AsB,t + nA,t (9.1)

where sB,t is the transmitted pilot, yA,t ∈ CM×1 is the received signal at BS, and the
noise nA,t is a vector of circularly-symmetric complex Gaussian random variables following
CN (0, σ2

n,AI). Assume that LB symbols are used for UL channel estimation and stack the
transmission for t = 1, 2, · · · , LB, we have

YA = hB→AsTB + NA (9.2)

where YA ∈ CM×TB , sTB ∈ C1×LB , NA ∈ CM×LB are obtained by arranging the corre-
sponding vectors in columns. We adopt the LS estimator as

ĥB→A = YA
s∗B
‖sB‖2

. (9.3)

Using the estimated channel and the estimation error ∆hB→A, Eq. (8.1) can be rewritten
as

hTA→B = (ĥTB→A −∆hTB→A)F (9.4)

As LS estimators are linear, ∆hB→A remain circularly-symmetric Gaussian vector. Given
that the normalized transmitted symbols on different time slots are i.i.d variables with
unit power, i.e., E [sB,t1sB,t2 ] = δ(t1 − t2) where δ is the Kronecker delta, the variance
(with regard to transmitted pilot and noise) of the channel estimators is

EsB ,NA

[
∆hB→A∆hHB→A

]
=
σ2
n,A

LB
I. (9.5)

The MSE of the calibrated channel normalized by the number of BS antennas is

NMSE =
1

M
EsB ,NA

[
‖hA→B − FT ĥB→A‖2

]
=

1

M
EsB ,NA

[
Tr
{

(FT∆hB→A)(FT∆hB→A)H
}]

=Tr
{
FTESA,NA

[
∆hB→A∆hHB→A

]
F∗
}

=
σ2
n,A

MLB
Tr
{
FTF∗

}
(9.6)

where Tr{·} is the trace of a matrix.

84



9.2. SIMULATION RESULTS

9.1.2 Relative calibration matrix estimation error

Now let us additionally consider the second factor, the accuracy of F̂ and study its impact
on the calibrated CSIT’s accuracy. The error of F̂ stems from two aspects: 1) approxi-
mation error which comes from the simplification on F, e.g., assuming F is diagonal; 2)
estimation error on F, which can be caused by the bi-directional channel estimation in-
accuracy during the calibration phase and the variation of F. Indeed, even with perfect
instantaneous bi-directional channel estimations, the small variation of the hardware cir-
cuits can cause an imperfect calibration matrix estimation in two ways: on the one hand,
the real F during the beamforming phase varies from that in the calibration phase; on the
other hand, F estimation is usually carried out in a certain time interval during which F
is slightly varying as well, thus the obtained F̂ is an average value. Considering ∆F as the
error of F, i.e., F̂ = F + ∆F, and note V the covariance matrix of the channel from B to
A, i.e., V = E

[
hB→AhHB→A

]
, we can represent the normalized MSE of calibrated CSIT

by

NMSE =
1

M
EhB→A,sB ,NA

[
‖F̂T ĥB→A − hA→B‖2

]
=

1

M
EhB→A,sB ,NA

[
‖F̂T∆hB→A + ∆FThB→A‖2

]
=

1

M
Tr
{

F̂TEsB ,NA

[
∆hB→A∆hHB→A

]
F̂∗ + ∆FTEhB→A

[
hB→AhHB→A

]
∆F∗

}
=

1

M
Tr

{
σ2
n,A

LB
F̂T F̂∗ + ∆FTV∆F∗

}

=
1

M
Tr

{
σ2
n,A

LB
(F + ∆F)T (F + ∆F)∗ + ∆FTV∆F∗

}

=
σ2
n,A

MLB
Tr
{
FTF∗

}
+

1

M
Tr

{
∆FT

(
V +

σ2
n,A

LB
I

)
∆F∗

}
+

σ2
n,A

MLB
Tr
{
FT∆F∗ + ∆FTF∗

}
(9.7)

The first term in Eq. (9.7) is the same as in Eq. (9.6), which is purely due to the UL
channel estimation error, and the rest is the additional error brought in by considering the
error on F̂. Note that if we assume F to be diagonal, then ∆F = ∆Fd + Fo, where ∆Fd

represents the estimation error on the diagonal matrxi Fd and Fo is the approximation
error by ignoring the off-diagonal elements.

9.2 Simulation results

In this section, we define models for TA, RA, tB, rB, based on which we calculate the
calibration matrix F. We also model the channel in the air c for a co-located massive
MIMO system using a geometry based Rician channel. We illustrate how the calibration
matrix inaccuracy and the error in the UL channel estimation impact the CSIT accuracy.
Additionally we also perform simulations to view their final impact on beamforming per-
formance. For these objectives, we use a BS operating at 2.6GHz with a 8 × 8 square
antenna array whose elements are separated by half of the wavelength.
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9.2.1 Hardware asymmetry model and channel model

For TA, RA, as antenna spacing in our antenna configuration is at least half of the wave-
length, the antenna mutual coupling can be neglected [19] [42] and the off-diagonal el-
ements can thus be assumed to be 0. The diagonal elements in TA, RA, as well as tB
and rB, are modeled as i.i.d. random variables, with uniformly distributed phase between
[−π π] and independent magnitude uniformly distributed on [1− ε 1 + ε], with ε chosen
such that the standard deviation of the squared-magnitudes is 0.1, as in [27] and [51].
Based on this model, we can easily obtain the calibration matrix F using F = rB

tB
R−TA TA.

Moreover, for the channel in the air c, we use a geometry based normalized Rician channel
model as in [76] given by

c =
√
KcLOS +

√
1−Kcdiffuse, (9.8)

where cLOS is the line-of-sight component, the elements of which have a unit amplitude
and geometry based phase (i.e., the phase is calculated according to radio’s incidence
angle from UE, thus depends on the relative position of the UE and the antenna element
in space); cdiffuse is the diffuse component corresponding to the standard i.i.d. Rayleigh
distribution CN (0, I); and K is the linear Rician K factor.

9.2.2 Simulation results on the CSIT MSE

Let us first study the impact of calibration matrix accuracy and UL channel estimation
on the MSE of CSIT. To obtain a general result, we don’t specify the specific calibration
method used, thus the elements in ∆Fd are assumed to be i.i.d. circularly-symmetric

Gaussian variables following CN
(

0, σ2
∆Fd

)
. The Fd estimation quality can be evaluated

by the normalized MSE defined as

NMSEFd
=
‖∆Fd‖2F
‖Fd‖2F

=
Mσ2

∆Fd

‖Fd‖2F
(9.9)

where ‖ · ‖F represents the Frobenius norm, i.e., the norm of the diagonal vector in our
case. For UL, we use LB = 10 symbols as the pilots to estimate the UL channel. The K
factor in the channel model (9.8) is 0, i.e., standard Rayleigh channel is used. Under this
assumption, the covariance matrix of hB→A is V = |tB|2RARH

A .

The MSE of calibrated CSIT is shown in Fig. 9.1. We observe that the improvement of
calibration matrix accuracy and UL channel estimation can both enhance the accuracy of
CSIT. When the UL channel SNR is low, the curves for MSEFd

from 0.01 to 10−5 almost
overlap each other, meaning that the accuracy of UL channel estimation is limiting the
calibrated CSIT accuracy and improving F̂ accuracy will be useless. On the other hand,
when the UL channel SNR is sufficiently high, the accuracy on the calibration matrix
become the limiting factors and all curves become flat. In this case, improving the UL
channel estimation accuracy has no further contribution. Furthermore, when the accuracy
of F̂ is poor, the corresponding calibration CSIT accuracy curve become flat at a relatively
low SNR.
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Figure 9.1: Calibrated CSIT normalized MSE as a function of the accuracy of UL estima-
tion and the calibration matrix in a 64× 1 MISO system (LB = 10).

9.2.3 Simulation results on beamforming performance

The signal model for the ith user in a MU-MIMO system is given by

yi = hTi wixi +
∑
j 6=i

hTi wjxj + ni (9.10)

where xi and yi are the transmitted and received signal for the ith user. The transmission
power is set to 1. wi and hTi = rB,ic

T
i TA are the corresponding precoding weights and the

channel from the BS to the ith user respectively. We use conjugate and ZF beamforming
in this simulation. For MRT beamforming, wi = ĥ∗i /‖ĥi‖ with ĥi being the estimated DL
channel, whereas for ZF, wi = ĥ∗i (ĥ

T
i ĥ∗i )

−1/η, where η is the normalizing factor keeping
the transmission power for each UE being 1. Note that the first term in (9.10) is the desired
signal, the second term is the interference stemming from the transmission for other users
and ni is the circularly-symmetric complex Gaussian noise following CN (0, σ2

n,iI). The
signal-to-interference-plus-noise ratio (SINR) for user i is given by

SINRi =
E
[
‖hTi wi‖2

]
E
[
‖∑j 6=i h

T
i wj‖2

]
+ σ2

n,i

, (9.11)

We use the same antenna array as defined in the beginning of this section and investigate
a 64× 8 MU-MIMO system. The K-factor in (9.8) is set to be 0.5. SINR loss with regard
to a perfect CSIT will be used as the performance indicator, which is given by

SINRloss,i =
SINRideal,i

SINRi
, (9.12)

where SINRideal,i is also calculated using (9.11) but with wi and wj obtained with perfect
channel estimation hi and hj , rather than their estimated values.

Figs. 9.2–9.5 illustrate the conjugate and ZF beamforming SINR loss (in dB) due to joint
impact of the inaccuracy in F̂ and UL channel estimation for both DL SNR = 20dB
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Figure 9.2: SINR loss (in dB) of MRT
beamforming due to joint impact of the
inaccuracy of both F̂ and UL channel
estimation in a 64 × 8 system with DL
SNR=0dB (LB = 10).
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Figure 9.3: SINR loss (in dB) of MRT
beamforming due to joint impact of the
inaccuracy of both F̂ and UL channel
estimation in a 64 × 8 system with DL
SNR=20dB (LB = 10).
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Figure 9.4: SINR loss (in dB) of ZF beam-
forming due to joint impact of the inac-
curacy of both F̂ and UL channel estima-
tion in a 64×8 system with DL SNR=0dB
(LB = 10).
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Figure 9.5: SINR loss (in dB) of ZF beam-
forming due to joint impact of the inaccu-
racy of both F̂ and UL channel estimation
in a 64 × 8 system with DL SNR=20dB
(LB = 10).

(σ2
n,i = 0.01) and DL SNR = 0dB (σ2

n,i = 1) cases. Different contours in these figures

indicate certain values of SINR losses for corresponding F̂ accuracy and UL channel SNR.

We observe that when DL SNR is low (Fig. 9.2 and 9.4), the beamforming performance
degradation due to TDD reciprocity calibration inaccuracy is similar for conjugate and
ZF beamforming since in this case noise is dominant over interference, whereas when DL
SNR is high (Fig. 9.3 and 9.5), ZF beamforming is much more sensitive to the calibration
matrix and UL channel estimation inaccuracy. For the latter case where DL SNR=20dB,
let’s take an example in which MSEFd

= 10−2 and UL SNR = 10dB, MRT beamforming
has less than 3dB SINR loss whereas for ZF, this loss is above 8dB.

Furthermore the joint impact illustration on the SINR loss also offers a useful tool to
determine the calibration matrix accuracy we need to achieve if we define an acceptable
SINR loss value. For example, if the DL SNR=20dB, defining 1dB loss w.r.t the perfect
channel estimation case in MRT beamforming when UL SNR = 15dB and LB = 10 means
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that MSEFd
should be less than 0.1. Similarly for ZF beamforming, allowing 3dB SINR

performance loss under the case where UL SNR = 20dB with LB = 10 implies that MSEFd

should be less than 0.02.

9.3 Summary

In this chapter, we address the problem on how accurately we should calibrate a TDD
massive MIMO system. We perform theoretical analysis on the impact of calibration
matrix and UL channel estimation on the CSIT accuracy. We observe that both of them
can become a limiting factor, and the CSIT accuracy can be improved only when we
allocate more resources on the limiting element. We also perform simulation to study the
joint impact of these two factors on both conjugate and ZF beamforming performance.
The study shows that ZF is more sensitive to inaccuracy in the calibration matrix and
UL channel estimation, especially in high DL SNR region. At the same time, we provide
a method to determine the accuracy level that the calibration matrix should achieve to
guarantee a certain level of beamforming performance, which can be a useful tool for
system design.
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Chapter 10

Massive MIMO Prototyping on
OpenAirInterface

Prototyping, as the bridge between theory and practice, is an essential step to bring the
massive MIMO concept into reality. It helps to study the feasibility and limitation of this
technology in a real world environment. Theoretical system performance under simplified
assumptions in literature can be evaluated under real propagation channel condition. New
challenges in system building will be identified, where the trade-off between the perfor-
mance and implementation complexity has to be taken into account. Prototypes also lay
the basis in accumulating measurements for massive MIMO channel characterization and
modeling. In this chapter, we present the massive MIMO testbed based on the OpenAir-
Interface platform.

10.1 Introduction

Since the introduction of the massive MIMO concept, several testbeds have been an-
nounced, including the Argos testbed from Rice University, the LuMaMi testbed from
Lund University, Bristol University’s massive MIMO testbeds and many others from in-
dustry. Though these testbeds made great progress in pushing the state of the art on
system implementation to a new level, most are limited to simple uncoded modulation.
The integration to a real 3GPP standard system is not investigated.

At the same time, in recent years, the open source 4G platform OpenAirInterface [77]
initialized by EURECOM has achieved great success from both academia and industry,
with a strong demand from the fast growing community in evolving the platform towards
5G.

The need to go beyond current state of the art testbeds implementation combined with
the demands from open source community has motivated us to build an LTE compliant
massive MIMO testbed based on the OpenAirInterface platform. We use the totally soft-
ware realized LTE protocol stack to drive a large antenna array in order to demonstrate
the feasibility of direct use of massive MIMO in current 3GPP standards. It is a good
starting point, from a point of view of system implementation in studying the possibility
of smooth evolution from 4G to 5G. The fruit of this work will then be shared with the
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open source community, allowing other members to push forward the frontier in massive
MIMO research based on the work.

This testbed is an open source real-time massive MIMO testbed, with the 3GPP LTE pro-
tocols implemented from the physical layer to the network layer. It can inter-operate with
commercial UEs using TMs 1-7. To overcome the challenges of accurate CSI acquisition,
the system is built in TDD mode so that the inherent channel reciprocity can be exploited.
With its 64 antenna array, the system is designed to simultaneously serve up to 4 UEs on
the same frequency-time domain resource as defined in current 3GPP standard, although
the currently implementation allows us to support only 1 UE using TM7.

The platform demonstrates that massive MIMO can be perfectly fit into LTE and its usage
in 5G can be a smooth evolution starting from the current 4G standard. It provides a
platform based on which engineers can innovate and test their concepts on the challenges
in making massive MIMO more efficient, such as common channel beamforming, new
reference signal design and the design of CSI feedback schemes.

The remainder of this chapter is organised as follows: Section. 10.2 represents the state of
the art on the massive MIMO testbed development in academia and industry. Section. 10.3
gives an overview of the OpenAirInterface massive MIMO testbed. Section. 10.4 and . 10.5
describes the hardware and software of our testbed, respectively. In Section. 10.6, we
present the achieved results and the corresponding dissemination. We then summarize in
Section. 10.7.

10.2 State of the art

In this section, we briefly describe some existing massive MIMO testbeds in the world.

• Argos Testbed from Rice University

Argos prototype [25], as shown in Fig. 10.1 is the world’s first reported massive
MIMO testbed. It is equipped with 64 antennas and capable of serving 15 UEs
simultaneously. The system is built with 16 WARP [78] boards each with 4 RF
chains. An external clock distribution module is used to provide the reference clocks
for both frequency and time synchronization. The central control consists of a host
PC using MATLAB to send data, beamforming weights and control commands to
the WARP modules via an Ethernet connexion. Based on a BS internal calibration
with regard to a reference antenna, the testbed exploits the TDD channel reciprocity
to acquire CSIT. Additionally, a local normalized MRT precoding scheme with equal
power per antenna is used to avoid massive channel information exchange between
the radio boards and the central controller. Argos system achieves a 6.7 fold capacity
gains while using 1/64 of the transmission power by scaling the BS antenna number
from 1 to 64 and serving 15 terminals with MU-MIMO.

• LuMaMi Testbed from Lund University

LuMaMi testbed [47, 79, 80], illustrated in Fig. 10.2 is the massive MIMO system
from Lund University collaborated with National Instruments (NI), supporting 100
antennas with 20MHz bandwidth and can simultaneously serving 10 UEs. The sys-
tem is composed of four 18-slot PCIe/PXIe chassis in a star topology where one
acts as the master, taking the role as the central controller. The master chassis
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Figure 10.1: Rice University’s Argos massive MIMO testbed.

Figure 10.2: Lund University’s LuMaMi massive MIMO testbed.

connects to the other three chassis through Gen 2 x8 PCI (MXIe) Express interface.
50 USRPs (NI 2943R/USRP-RIO) are then connected to these chassis using Gen
1 x4 MXIe cables for data transfer. Eight OctoClock modules are used to provide
time and frequency synchronization for the USRPs. The master chassis embeds a
x64 controller (NI PXIe-8135) which runs LabVIEW on a Windows 7 64-bit OS for
radio configuration, system control, data storage, performance measurements, etc.
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LuMaMi is also a TDD based system, using weighted LS calibration [27] (and later
an ML estimator [28]) to compensate the hardware asymmetry.

• Bristol University’s massive MIMO testbed

The massive MIMO testbed being built at Bristol University [81], shown in Fig. 10.3
in collaboration with NI and Lund University follows very similar technology as
the LuMaMi massive testbed. With 64 NI USRPs, this testbed is equipped with
128-antennas and aims to support 16 (or even 24) user streams over a 20MHz band-
width. Different with LuMaMi, this testbed adopts a distributed architecture. This
architecture overcomes the deployment challenges of co-located massive MIMO base
stations and allows antennas to be deployed in segments. At the same time, it of-
fers a greater spatial diversity. However, node synchronization and phase alignment
becomes more challenging, which are currently under study.

Figure 10.3: Bristol’s massive MIMO testbed.

Apart from those prototypes from academia, several testbeds have also been announced in
industry, focusing on different aspects of system building. These testbeds include Huawei’s
massive MIMO testbed [82] which is quite similar as our work, Sumsung’s prototype [83],
CSIRO’s Ngara prototype [84], and the testbed from Nutaq [85].

10.3 Testbed overview

We show in Fig. 10.4 the flexible and scalable TDD based OpenAirInterface massive MIMO
system. It can support a large antenna array up to 64 elements with 5MHz bandwidth
at the frequency of 2.6GHz. As defined in the current 3GPP standards, the system is
designed to serve up to 4 users on the same time and frequency resource whereas the
current implementation allows only 1 UE. The bandwidth limitation can be easily re-
moved by upgrading the Field-Programmable Gate Array (FPGA) of ExpressMIMO2 RF
platform or by using other RF platforms such as Ettus USRP B210, Ettus USRP x310
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or LimeSDR. OpenAirInterface natively supports multiple RF platforms (USRP B210,
USRP x310, LimeSDR) can be easily synchronized to support higher bandwidth massive
MIMO platform using the same software architecture. The key parameters of the system
are summarized in Table 10.1.

Figure 10.4: OpenAirInterface massive MIMO testbed.

Paramters Value

Number of antennas Up to 64
Center frequency 2.6GHz

Bandwidth 5MHz
Sampling Rate 7.68MS/s

FFT Size 512
Number of used subcarriers 300

Slot time 0.5ms
Maximum simultaneously served UEs Currently 1, extendable

Table 10.1: Key parameters of OpenAirInterface massive MIMO testbed.

We show that massive MIMO can be smartly and perfectly fit into the current LTE
standard. In fact, 3GPP has defined the notion of “Transmission Modes” (TMs) for
different usage of MIMO in LTE, as described in Section 3.2. Among them, TM 7 is
defined in Release 8, where an arbitrary number of physical antennas at base station can
be used as a logical antenna port (port 5) to create a narrow beam for the targeted user.
Release 9 extended TM 7 to TM 8, giving the possibility of transmitting a dual stream to
a single or two users, whereas in release 10, this is further extended to TM 9, where up
to 8 layers for a single user transmission and up to 4 layers for multiuser transmission is
supported. Release 11 adds TM 10, similar to TM 9 with up to 8 layers transmission but
the transmit antennas can be physically located on different base stations. In Release 13,
no new transmission mode is defined, but CSI-RS has been extended to 16 ports [86]. In
release 14 [87], the enhancement of Full-Dimension MIMO (special case of massive MIMO
in 3GPP) for LTE has extended the CSI-RS to 32 ports with enhancement on CSI reports
and support for providing higher robustness against CSI impairments.

The OpenAirInterface massive MIMO testbed relies on the implementation of TM 7-9 to
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use the large number of antenna array, and can be easily extended beyond. Currently
only TM 7 has been implemented. Commercial UEs supporting this transmission mode
can be connected to the massive array base station, and can surf Internet through our
massive MIMO testbed. We hope that with our community’s support, we can extend
OpenAirInterface towards future 3GPP releases thus implementing other transmission
modes such as TM 8-10 and also integrate successfully with other supported RF platforms
(USRP B210, USRP x310 and LimeSDR).

10.4 Hardware

This section presents the hardware architecture and components of the testbed.

10.4.1 Hardware architecture

The OpenAirInterface massive MIMO testbed mainly consists of 5 hardware components
as shown in Fig. 10.5: a massive antenna array, 16 ExpressMIMO2 RF cards, a clock
distribution module, 16-way PCIe backplane and a high-end Intel Xeon server running
OpenAirInterface modem.

Figure 10.5: OpenAirInterface massive MIMO testbed architecture.

Let us look at the architecture in Fig. 10.5 from left to right. The 64 element antenna
array is driven by 16 ExpressMIMO2 RF cards. Each card has 4 RF chains and can thus
be connected to 4 independent antennas using SubMiniature version A (SMA) cables. In
order to achieve both frame and frequency synchronization on all cards, we use Ettus
Research’s Octo-clock as an external clock distributor. The first ExpressMIMO2 card is
selected as the master card who generates a 61.44MHz clock signal and a pulse per frame
(every 10ms) signal as the reference. These two signals are used as external input of
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Octo-clock who then outputs same signals to drive the rest 15 ExpressMIMO2 cards. The
data are transmitted via PCIe interface between the ExpressMIMO2 cards and the Xeon
Server. A 16-way PCIe backplane is needed to serve as the PCIe extension of the server.
In order to handle the high signal processing demands, we chose to use a 20 parallel core
server.

10.4.2 Hardware components

Each hardware component used in the testbed is detailed here below:

1. Huawei antenna array

The planar antenna array in Fig. 10.6, provided by our partner Huawei Technologies
(Paris), is composed of 20 patch antennas with 4 λ/2 spaced “H”-shaped antenna
elements, optimized for the 3GPP band 38 (2.6GHz, TDD, 50MHz bandwidth). The
patches are mounted on a rack with 4 antenna rows, each with adjustable height and
tilt, as well as the possibility of moving patches in each row, thus offering a great
flexibility for antenna element arrangement. The current arrangement in Fig. 10.6,
with 4 patches in the first and last low placed on two sides and 6 patches in each of
the two middle rows, forms a big “H” shape. This is mainly designed for a marketing
purpose to promote “Huawei” rather than for performance reasons.

Figure 10.6: Huawei antenn array.

2. ExpressMIMO2 card

ExpressMIMO2 card (Fig. 10.7) is a low cost hardware target enabling experimen-
tation with OpenAirInterface. It is developed by OpenAir5GLab@EURECOM and
can be used by OpenAirInterface soft-modem to drive up to 4 parallel RF chains
with up to 20 MHz bandwidth in the range of 350-3800 MHz. It interconnects with
a baseband computing engine using Gen 1 1-way PCIe (2.5 Gbit/s peak full-duplex
bi-directional throughput). The board is built around a low-cost Spartan-6 FPGA
(150LXT) with native PCIexpress on the FPGA fabric and coupled with 4 high-
performance LTE RF ASICs, manufactured by Lime Micro Systems (LMS6002D).
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The combination allows for four full-duplex or half-duplex radios to be interfaced
with a desktop or laptop PC without the need for external RF.

Figure 10.7: ExpressMIMO2 card.

3. Octo-clock

We cascaded two Ettus Research’s Octo-clock [74] in our testbed. A 61.44MHz clock
signal and a pulse per frame (every 10ms) signal are generated by the master card
and serves as the external input of one Octo-clock, whose one output is used to drive
the other Octo-clock. These signals are then amplified to synchronize the slave cards.

Figure 10.8: Ettus Research’s Octo-clock.

4. PCIe chassis

The testbed uses Magma’s ExpressBox 16 PCIe backplane for multiplexing 16 Gen 1
1-way PCIe (40 GBit/s peak) into a single 16-way Gen2 PCIe link providing a peak
data rate at 80Gbit/s [88]. It is used to host 16 ExpressMIMO2 RF cards, and is in
charge of the communication between those cards with the Intel Xeon server.

Figure 10.9: Magma’s ExpressBox 16 PCIe backplane.
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5. High-end Xeon Server

We use a high-end 20-core Xeon server (10-core dual-processor 3 GHz) with AVX2
instructions running a Linux real-time OS with low-latency kernel and OpenAirIn-
terface LTE baseband soft-modem.

10.5 Software

This section presents the software implementation of the testbed.

10.5.1 OpenAirInterface

In the testbed, OpenAirInterface soft-modem runs on the Xeon server and drives the
massive MIMO hardwares. OpenAirInterface is an open source standard-compliant im-
plementation of a subset of Release 10 LTE for UE, eNB, MME, HSS, SGw and PGw
on standard Linux-based computing equipment (Intel x86 PC/ARM architectures) [77].
OpenAirInterface comprises of two repositories: OpenAirInterface5G and OpenAirInter-
faceCN, dedicated to the radio access network (RAN) and the core network (CN) imple-
mentation respectively. OpenAirInterface5G can be used for simulation/emulation, as well
as real-time experimentation on off-the-shelf SDR cards, like the aforementioned Express-
MIMO2 card but also the popular USRP from National Instruments/Ettus, LimeSDR,
BladeRF, and other RF platforms. It comprises of the fully compliant LTE protocol
stack from the physical to the networking layer and can inter-operate with commercial
LTE terminals and can be interconnected with OpenAirinterfaceCN or closed-source EPC
(Enhanced Packet Core) solutions from third-parties. The objective of this platform is
to provide methods for protocol validation, performance evaluation and pre-deployment
system tests.

The OpenAirInterface software stack is shown in Fig. 10.10, where we use OAI as an
acronym of for OpenAirInterface. The OAI soft UE and OAI soft eNB are components
in OpenAirInterface5G whereas OAI soft EPC, including MME, HSS, SGw and PGw are
component in OpenAirInterfaceCN. One OAI EPC can drive multiple OAI eNB. Each
eNB can inter-operate with multiple OAI UEs. In Fig. 10.10, the white blocks are 3GPP
layers that OpenAirInterface has implemented and the purple blocks are linux stack. On
top of them, eNB, MME, SGw and PGw applications are created to ease the configuration
and management. The control and data plan are differentiated by the blue and red lines
linking different software components.

The software implementation of the massive MIMO testbed mainly lies in the physical
layer on the eNB and UE side. eNB RRC layer is extended to allow the TM signaling
between eNB and UE.

10.5.2 Integrating massive MIMO into LTE and 5G

The software extension on OpenAirInterface in order to support massive antenna array
can be reprensented by the schema in Fig. 10.11. The first part is the off-line TDD
channel reciprocity calibration, which is implemented in Octave; the second part consists
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Figure 10.10: OpenAirInterface LTE software stack.

in extending the real time soft-modem to use the result from calibration and perform TM7
beamforming. In this section we detail the actions in each of these operation blocks.

Figure 10.11: OpenAirInterface massive MIMO software implementation.

• TDD reciprocity calibration

Using Octave, we have implemented various BS internal calibration methods, includ-
ing group calibration as in Section 5.1, Argos calibration [25] and LS calibration [26].
Based on the bi-directional transmissions between antenna pairs or between group
pairs of antennas, a calibration matrix including the calibration coefficients for each
RF chain on all frequency carriers are estimated and stored in a file under Q1.15
format, which will later be read and used to obtain DL CSIT. After the calibration
procedure, we switch to the OpenAirInterface real time mode. The RF Express-
MIMO2 card should not be reset so that the calibration coefficients keeps unchanged
during this switch.

• UL channel estimation

In LTE, two types of RSs are available for UL channel estimation [34]:
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– DeModulation RS (DM-RS), associated with transmissions of uplink data on
the Physical Uplink Shared CHannel (PUSCH) and/or control signaling on the
Physical Uplink Control CHannel (PUCCH). These RSs are primarily used for
channel estimation for coherent demodulation.

– Sounding RS (SRS), not associated with uplink data and/or control transmis-
sions, and primarily used for channel quality determination to enable frequency-
selective scheduling on the uplink.

For a given UE, the DM-RS are only used in the bandwidth (i.e. Resource Blocks
(RBs)) allocated to PUSCH/PUCCH, resulting in the fact that the BS can thus
hardly get the whole bandwidth channel information based on it. On the contrary, it
is possible to configure the SRS from higher layers to occupy the whole bandwidth for
UL channel sounding. We thus implemented the SRS configuration and estimation
mechanism. Each physical antenna at the BS can estimate the UL channel from the
UE based on its SRS occupying the whole bandwidth.

• DL CSIT calculation

In this operation, we read the calibration matrix from the file generated during
the Octave reciprocity calibration, which are then applied to the instantaneously
estimated UL CSI in order to assess the DL CSIT. For a 5MHz bandwidth system,
300 useful sub-carriers (i.e. resource elements (REs)) are used. In order to respect the
real time operation constraint and to speed up this operation, SIMD techniques [89]
are used on the sub-carriers.

As we rely on the TDD channel reciprocity to acquire DL CSIT, we assume that the
channel coherence time is higher than the frame duration (10ms). High mobility sce-
nario is thus not in our consideration. The obtained CSIT during the UL subframes
can be used to perform beamforming for the DL subframes until a new DL CSIT is
calculated.

• Beamforming weights calculation

Once the BS has acquired accurate enough DL CSIT, it is possible to apply different
beamforming algorithms. Currently, we calculate the beamforming weights based on
MRT since 1) in TM7, only one UE is considered, MRT is the optimal precoding
strategy; 2) in terms of complexity, MRT consists in a simple conjugation operation
on the CSIT, thus is easier to satisfy the real time constraint. Note that it is also
possible to extended the current implementation to other precoding algorithms, such
as ZF or MMSE, under the challenge that the introduced high complexity might make
it difficult to accomplish the weights calculation during the UL period of the TDD
frame.

• Adding Cell specific RS and UE specific RS

In LTE DL, there exist five different types of RSs, where mainly two of them are con-
cerned in our application: cell-specific RS and UE-specific RS. Cell specific RSs are
used for channel estimation in antenna port 0-3. They are independent of the data
MIMO precoding, and thus are common to all users. When beamforming schemes
(TM 7-10) are used, UE specific RSs are needed to perform beamformed channel es-
timation at each user. UE specific RSs only exist where the OFDM frequency-time
RBs are allocated for data transmission. They are precoded using the same beam-
forming weights as the data for each user, and are specially used for beamforming
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data demodulation. Note that another type of RS - the CSI RS is introduced in
Release 10, specifically for the purpose of obtaining channel state feedback for up
to eight transmit antenna ports to assist the eNB in its precoding, however for our
reciprocity based CSIT acquisition system, we didn’t implement it.

Both Cell-specific and UE-specific RSs use quadrature phase-shift keying (QPSK) -
a constant modulus modulation, in order to ensure that the Peak-to-Average Power
Ratio (PAPR) of the transmitted waveform is kept low. The signal is generated
based on a length-31 Gold sequence with different initialization values depending on
the type of RS [34].

In our implementation, cell specific RSs are applied on antenna port 1 and 2 (or
only antenna port 1), whereas UE specific RS is used on antenna port 5 to estimate
the beamformed data channel in TM7. The arrangement of the DL RS in a time-
frequency RB is illustrated in Fig. 10.12.

Figure 10.12: The position of cell specific and UE specific RS in a RB. The blue and green
REs are the cell-specific RS for antenna port 1 and 2. The red RE is the UE-specific RE
for antenna port 5 whereas the white RE is the data resource element.

• Beamforming precoding and OFDM modulation

Beamforming precoding consists in multiplying the transmit signal with a different
weight for each physical antenna, it precedes the OFDM modulation using the IFFT
operation. Data on different logical antenna ports are mapped onto different elements
in the physical antenna array. In the testbed, system and control information on the
antenna port 1 (and 2) are mapped to the physical antenna array with cell-specific
beamforming weights whereas data on antenna port 5 are mapped to the physical
antennas using UE specific beamforming weights in order to beam the data to the
target UE. This mapping method is shown in Fig. 10.13 and Fig. 10.14 for TM7 and
TM8, respectively.

In an OFDM system with Nfreq sub-carriers and Nant antennas, a total number of
NfreqNant complex value multiplication is needed for the beamforming precoding per
OFDM symbol. Afterwards, the corresponding IFFT operations should be performed
independently for Nant. For an LTE system running in real time, it is essential to
keep the whole processing time for one sub-frame (14 OFDM symbols in normal
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Figure 10.13: Logical antenna ports to physical antenna mapping in TM7 where antenna
port 1 and 2 are mapped with cell specific beamforming weights and antenna port 5 is
mapped with UE specific beamforming weights.

Figure 10.14: Logical antenna ports to physical antenna mapping in TM8 (for data),
where the two layer data on antenna port 7 and 8 are mapped with different UE specific
beamforming weights.

cyclic prefix (CP) case and 12 OFDM symbols in extended CP case) under one
sub-frame duration (1ms). When the number of antennas Nant grows, it becomes
very difficult to meet this time constraint as the processing time of beamforming
precoding and OFDM modulation increases linearly with the antenna array.

In order to make the real time processing possible, two mechanisms of parallelization
are used. In the frequency domain, we use the SIMD to parallelize the beamforming
precoding on adjacent sub-carriers which can in theory reduce the whole processing
time by four. In the antenna space domain, we create a thread pool, where each
thread takes in charge the precoding and OFDM modulation for one physical an-
tenna, as shown in Fig. 10.15. The thread pool contains Nant independent threads
and has three different status. When data and control informations are ready for one
time slot, we wake up all threads in the pool. The precoding and OFDM modulation
for different physical antennas will run in parallel in order to reduce the processing
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time. The operations in those independent threads finish one after another, and
when all threads have accomplished their work, the thread pool goes into a waiting
status for the next slot.

Figure 10.15: Thread pool for parallelizing the beamforming precoding and OFDM mod-
ulation on different physical antennas.

In order to compare the calculation time with and without the thread pool, we
measure the execution time of the total beamforming precoding and OFDM modu-
lation for the whole antenna array using a unitary simulator - “dlsim”, dedicated to
physical layer DL simulation. The simulation is performed on a x86 64 architecture
machine with 4 cores. The results are summarized in Tab. 10.2 where we observe
that the processing time for a single thread (i.e. thread pool is not used) increases
linearly with the number of transmit antennas, as the processing is executed for an-
tennas one by one. When thread pool is activated, the processing time for a single
antenna is 168.88us, higher than the single thread case (42.45us). This is due to the
overhead introduced by managing the thread pool. However, when the number of
antennas increases, thanks to the parallelization, the total processing time does not
increase with the number of antennas. Normally with a four core machine, at most
4 processing threads can be parallelized, however, we observe that processing for 16
Tx antennas consumes almost the same time as two antennas. This a probably due
to the fact that the main time consuming part is still the thread pool management
from 1 to 16 antennas. When we have 64 antennas, we have almost 4 times the
processing time as the case of 16 antennas.

• RRC (Radio Resource Control) signaling

In order to use transmission modes other than TM1 or TM2, the eNB needs to
configure the designated transmission mode to the UE via RRC message whenever
the UE establishes an RRC connection (initial connection to an LTE network, a
reestablishment of an RRC connection after some kind of radio link failure or other
radio connection failure or after handover to an Evolved Universal Terrestrial Radio
Access Network (EUTRAN) cell). In our implementation, eNB configures the UE to
use TM7 via RRCConnectionReconfiguration Message as illustrated in Fig. 10.16.
Before that all the DL transmission are under TM1 or TM2 according to the number
of antenna ports in Physical Broadcast Channel (PBCH). After the configuration,
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Number of Tx antennas Single thread (us) Thread pool (us)

1 42.45 168.88
2 83.87 210.79
4 167.18 263.07
8 330.91 219.18
16 662.49 244.68
64 2645.33 839.63

Table 10.2: The execution time of beamforming precoding and OFDM modulation for
different number of transmit antennas when we use single thread or a thread pool. The
execution time is measured using “dlsim” simulator on a x86 64 architecture machine with
4 cores.

eNB transmits DL data using TM7, where beamforming using the massive antenna
array is possible.

Figure 10.16: RRC message exchange between the eNB and UE during the connection
setup. Transmission mode is configured in the RRCConnectionReconfiguration message.
If the reconfiguration is successful, the downlink transmission switches from TM1 or TM2
to TM7.

10.6 Results and dissemination

In order to validate the TM7 physical layer implementation in OpenAirInterface, we con-
nect the Rohde & Schwarz FSQ signal analyzer [90] to the output of one RF chain. Since
the FSQ signal analyzer initially does not support TM7, we need to use a laptop having
the FS-K96 OFDM vector signal analysis software [91] installed to drive and extend the
capability of FSQ signal analyzer. The screen-shot of the FS-K96 vector signal analysis
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software is illustrated in Fig.10.17, where we can see that both the Physical Downlink
Shared Channel (PDSCH) (which carries data) and the UE specific RS are successfully
decoded.

Figure 10.17: Validation of the TM7 implementation using Rohde & Schwarz FSQ Signal
Analyzer

Figure 10.18: Throughput test result of
TM1 using “SPEEDTEST”

Figure 10.19: Throughput test result of
TM7 using “SPEEDTEST”

The full protocol stack test is performed using “SPEEDTEST”, an application for data
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throughput measurement, installed on a smart-phone (Motorola X4). We compare the
throughput of TM7 with TM1, which is the most basic and stable TM implementation
in OpenAirInterface. The result is shown in Fig. 10.18 and Fig. 10.19. We can see that
both TMs have a throughout around 7.6Mbps for the DL transmission, implying that the
implementation of TM7 works well. We also notice that there are still some unsolved
issues in the UL, leaving the throughput around 1.2Mbps, which is quite low.

Note that different with other massive MIMO testbeds using higher older modulation
schemes (thanks to beamforming) and wider bandwidth to achieve high data rates, the
data throughput of OpenAirInterface massive MIMO testbed is limited by the highest
modulation and coding scheme (MCS) in LTE, the limited system bandwidth (5MHz), as
well as the payload consumption on different protocol layers. As TM7 supports only one
scheme transmission, it has a similar performance as TM1.

During the development of the testbed, we have successfully demonstrated our work in dif-
ferent conferences. In June, 2016, a reduced scale version of the testbed with 16 antennas,
as in Fig. 10.20, mainly showing the the performance of TDD reciprocity calibration in a
massive MIMO system was successfully shown in the European Conference on Networks
and Communications (EuCNC), in Athens, Greece. Together with other demonstrators
under the “Advanced Dynamic Spectrum 5G mobile networks Employing Licensed shared
access (ADEL)” project [92], we have won the best booth award, after competing with
other 31 European projects (Fig. 10.21).

Figure 10.20: The reduced scale version of the OpenAirInterface massive MIMO testbed
with 16 antennas demonstrated in EuCNC. It mainly shows the performance of TDD
reciprocity calibration and the possibility to acquire near perfect CSIT in a massive MIMO
system.

In March, 2017, we successfully demonstrate the interoperability of a scaled-down version
(mainly for transport reasons) of the testbed with a commercial smart-phone (Motorola
X4) in the 21st International ITG Workshop on Smart Antennas (WSA 2017), held in
Berlin, Germany, as shown in Fig. 10.22. CSIT is acquired based on TDD channel reci-
procity calibration. MRT beamforming is used to provide real time Internet service to the
commercial smart-phone.
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Figure 10.21: Best booth award for ADEL project, showcasting (amongst others) the first
version of Eurecom’s massive MIMO demonstrator. (Picture c©by Constantinos Papadias)

Figure 10.22: A scaled-down version of massive MIMO prototype with 4 antennas demon-
strated in WSA Berlin showing the interoperability with commercial UE. TDD reciprocity
calibration is used for CSIT acquisition. The system then performs MRT beamforming to
the UE for Internet service.

10.7 Summary

This chapter presented the development work of the OpenAirInterface massive MIMO
testbed. Using 16 ExpressMIMO2 cards synchronized by Octo-clock, the testbed is able
to drive up to 64 antenna elements. We extended the OpenAirInterface software to support
TM7 transmission. Logical antenna ports are mapped to the physical antenna array to
create a narrow beam towards the served UE. UE specific RS is implemented for channel es-
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timation under beamforming transmission. Based on TDD channel reciprocity calibration,
the testbed is able to acquire very accurate DL CSIT, based on which, MRT beamforming
weights are calculated.

We successfully demonstrated the interoperability between the testbed BS and a commer-
cial UE using TM7, showing the feasibility to integrate massive MIMO into current LTE
standard. The testbed is on continuous evolution to be able to simultaneously serve more
UEs using higher order TMs in current and coming 3GPP releases.

109



Massive MIMO Prototyping on OpenAirInterface

110



Chapter 11

Conclusion and Future Work

This thesis addresses the problem of bringing massive MIMO from a theoretical concept to
practical systems, with a special focus on TDD channel reciprocity calibration. Correctly
and efficiently calibrate the Tx and Rx RF asymmetry is essential for reciprocity based
CSIT acquisition in TDD massive MIMO systems.

We propose a pilot based general framework for “over-the-air” calibration. Various existing
calibration methods in literature, especially BS internal calibration, suitable for massive
MIMO systems, can be represented under this general framework using different antenna
partition. Optimal estimation and CRB (as a performance benchmark) are derived. We
also discussed coherent and non-coherent accumulation and point out that it is possible to
integrate the calibration process into data service, so that the process consumes a vanishing
resources.

The general framework opens up many possible innovations on reciprocity calibration.
First, performing pilot exchanges using groups of antennas rather than using individual
elements can speed up the calibration process. We showed that, to calibrate an antenna
array with M antenna using coherent accumulation, the minimal channel uses needed is on
the order of O(

√
M) rather than O(M) for other existing methods in literature. Second,

for a hybrid analog-digital beamforming structure system being operated in TDD mode,
we propose to partition the antenna array into two groups and calibrate the system using
bi-directional pilot transmission between them1. A reciprocity enabled hybrid beamform-
ing system has the possibility to acquire near perfect DL CSIT, and thus significantly
outperforms the case where we operate the system using traditional ways by beam train-
ing based on pre-defined beam set. Third, we also propose a calibration method that can
follow the evolution of calibration coefficients. It provides a mechanism to monitor the
system in a calibrated status and when there is a sporadic sudden change, it allows for a
fast detection on the changed parameter.

In addition to those new calibration methods, we also carried out a measurement cam-
paign for reciprocity calibration coefficients on real RF hardwares. The results reveal those
coefficients’ properties and verified, in a small scale MISO system, the widely adopted di-
agonal assumption on the calibration matrix in literature. We also studied the accuracy of
obtained CSIT impacted by the accuracy of the calibration matrix and the instantaneously
estimated UL channel.

1This method is valid for a sub-array architecture. For fully connected architecture, the bi-directional
transmission should be performed with an assistant device or a UE
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Enabled by TDD reciprocity calibration, we built up an LTE compatible massive MIMO
testbed on the OpenAirInterface platform. It successfully inter-operates with commercial
devices, thus demonstrates the possibility of integrating massive MIMO in current 4G
systems. It also shows the feasibility of using calibration for CSIT acquisition in a real
world massive MIMO testbed. The implementation identifies other challenges for system
building and propose corresponding solutions.

While some interesting results have been established in this thesis, some problems are left
unsolved. In Chapter 5 and 6, we compared the calibration performance of interleaved and
non-interleaved antenna grouping. However, the best way to group up antennas is still an
open question. Moreover, under the unified calibration framework, another dimension of
innovation lies in the pilot design. We did not fully explore this topic in the current thesis,
but simply use a constant amplitude Fourier pilot in most simulations.

In terms of experiment and measurement, one essential question is the intra-array channel
modeling within the antenna array. The near field channel between two elements in the
same antenna array strongly depends on the antenna type and antenna elements’ instal-
lation. Real world measurements are needed to reveal the properties and to establish a
proper model. Some interesting results are reported in [28]. We are also working hard on
our side to push forward the state of the art on this research. Another question concerns
the RF crosstalk and antenna mutual coupling. In Chapter 8, we verified the diagonal
assumption on the calibration matrix in a small scale MIMO system. Although theoret-
ical modeling in [19], as well as practical experience in most literature [25, 28] all point
out that RF crosstalk and antenna mutual coupling can be ignored, as we’ve assumed in
Chapter 5-7, it is still of high value to scale up the experiment in Chapter 8 to verify this
assumption in a massive MIMO context.

From the point of view of testbed development and system implementation, there are mul-
tiple aspects that need to be done to evolve the current version. Today, the testbed can
only create a narrow beam to a single UE with TM7. To simultaneously serve multiple
UEs, development efforts are needed to enable TM8, TM9 or new TMs that might appear
in future 3GPP standards. Moreover, reciprocity calibration is performed using Octave
scripts when the system is initialized, it is interesting to see how this process can be inte-
grated into the real time operation. Moreover, the co-localized massive MIMO performs
signal processing in one PC, leaving it a challenging issue to handle all calculations locally.
Evolving this architecture to a distributed topology, thus being aligned with the C-RAN
architecture, can allow for assigning a part of the calculation tasks to the cloud whereas
other tasks to distributed radio units, which can relax the real time calculation constraint
in the testbed.
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