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Abstract— This work identifies the fundamental limits of
cache-aided coded multicasting in the presence of the well-
known ‘worst-user’ bottleneck. This stems from the presence
of receiving users with uneven channel capacities, which often
forces the rate of transmission of each multicasting message to be
reduced to that of the slowest user. This bottleneck, which can be
detrimental in general wireless broadcast settings, motivates the
analysis of coded caching over a standard Single-Input-Single-
Output (SISO) Broadcast Channel (BC) with K cache-aided
receivers, each with a generally different channel capacity. For
this setting, we design a communication algorithm that is based
on superposition coding that capitalizes on the realization that
the user with the worst channel may not be the real bottleneck
of communication. We then proceed to provide a converse
that shows the algorithm to be near optimal, identifying the
fundamental limits of this setting within a multiplicative factor
of 4. Interestingly, the result reveals that, even if several users
are experiencing channels with reduced capacity, the system can
achieve the same optimal delivery time that would be achievable
if all users enjoyed maximal capacity.

I. INTRODUCTION

The seminal work in [1] showed how adding caches to
receiving nodes can substantially reduce the time required to
deliver content. Specifically, reference [1] studied the case
in which a transmitter with access to a library of N unit-
sized files serves – via a wired, single-stream, unit-capacity
bottleneck link – K cache-aided receivers/users. Each user is
equipped with a cache of size equal to a fraction γ ∈ [0, 1] of
the size of the library, so that Kγ is the cumulative cache size
normalized by the library size. For this setting, the authors of
[1] proposed a novel cache placement algorithm and a novel
multicast transmission policy that delivers any set of K files
to the receivers with (normalized) delay at most

TMN =
K(1− γ)
Kγ + 1

(1)

thus revealing a speed-up factor of Kγ + 1 compared to the
delay K(1−γ) corresponding to a standard scheme that serves
each user in turn.
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The delay (1) is obtained by a coded caching approach
that is based on the transmission of a sequence of multicast
messages that convey information to several users at a time
(even if these users requested different content), with users
decoding their desired information by means of cache-aided
interference cancellation. In this scheme, each multicast mes-
sage consists of a XOR Xσ that carries information to a subset
σ ⊂ [K] , [1, 2, . . . ,K] of |σ| = Kγ + 1 users at a time.

While the promised speedup factor of Kγ + 1 in (1) is
proportional to the normalized cumulative cache size of the
network, it was quickly realized that a variety of bottlenecks
severely hamper this performance. These include the subpack-
etization bottleneck [2]–[8], the uneven cache sizes bottleneck
[9]–[12], and the bottleneck studied here that arises from
uneven channel capacities between the transmitter and the
users. This last bottleneck is particularly relevant in wireless
scenarios with multicasting. Such networks produce “slower”
users that can force the multicast rates to be reduced down to
a level that can be decoded by these users. This can diminish
the coded caching gains and could pose a serious limitation
to any effort to implement cache-aided coded multicasting in
wireless settings.

Example 1. Let us consider the wireless Single-Input-Single-
Output (SISO) Broadcast Channel (BC) with K users, each
equipped with a cache of normalized size γ, and let us further
assume that all users have maximal normalized unit capacity,
except for one user that has a normalized link capacity equal
to 1

K + γ < 1. It is easy to see that a (naive) transmission of
the sequence of the XORs from [1] would induce the delay

T =
1− γ
1+Kγ
K

+
(K −Kγ − 1)(1− γ)

1 +Kγ
(2)

= 2TMN − (1− γ) ≈ 2TMN (3)

which is approximately double the delay TMN in (1) that we
would have if all users enjoyed unit normalized link capacities.
It is also worth noting that approximately the same delay T in
(2) would be obtained if we treated the slow user separately
from the rest using time sharing. Essentially, whether with a
naive or with a separated approach that excludes the slow user
from coded caching, a single slow user can cause the worst-
case delivery time to double, and the overall multicasting gain
to be cut in half.

A. Related Work

The importance of the uneven-channel bottleneck in coded
caching has been acknowledged in a large number of recent



works that seek to understand and ameliorate this limitation
[13]–[28]. For example, reference [13] focuses on the uneven
link-capacity SISO BC where each user experiences a distinct
channel strength, and proposes algorithms that outperform the
naive implementation of the algorithm of [1] whereby each
coded message is transmitted at a rate equal to the rate of the
worst user whose message appears in the corresponding XOR
operation. Under a similar setting, the work in [16] considered
feedback-aided user selection that can maximize the sum-rate
as well as increase a fairness criterion that ensures that each
user receives their requested file in a timely manner. In the
related context of the erasure BC where users have uneven
probabilities of erasures, references [17] and [18] showed how
an erasure at some users can be exploited as side information
at the remaining users in order to increase system performance.
Related work can also be found in [19]–[21].

The uneven-capacity bottleneck was also studied in the
presence of multiple transmit antennas [15], [29]. Reference
[15] exploited transmit diversity to ameliorate the impact of
the worst-user capacity, and showed that employing O(lnK)
transmit antennas can allow for a transmission sum-rate that
scales with K. Similarly, the work in [29] considered multiple
transmit and multiple receive antennas, and designed topology-
dependent cache-placement to ameliorate the worst-user effect.

In a related line of work, the papers [22] and [23] studied the
cache-aided topological interference channel where K cache-
aided transmitters are connected to K cache-aided receivers,
and each transmitter is connected to one receiver via a direct
“strong” link and to each of the other receivers via “weak”
links. Under the assumption of no channel state information
at the transmitters (CSIT), the authors showed how the lack
of CSIT can be ameliorated by exploiting the topology of the
channel and the multicast nature of the transmissions.

Recently, significant effort has been made toward under-
standing the behavior of coded caching in the finite Signal-
to-Noise Ratio (SNR) regime with realistic (and thus often
uneven) channel qualities. In this direction, the work in [24]
showed that a single-stream coded caching message beam-
formed by an appropriate transmit vector can outperform some
existing multi-stream coded caching methods in the low-SNR
regime, while references [25], [26] (see also [27]) revealed
the importance of jointly considering caching with multicast
beamformer design. Moreover, the work in [28] studied the
connection between rate and subpacketization in the multi-
antenna environment, accounting for the unevenness naturally
brought about by fading.

Our work is in the spirit of all the above papers, and it can be
seen specifically as an extension of [14]. This reference consid-
ered a specific binary topological case, for which it proposed a
two-level superposition-based transmission scheme to alleviate
the worst-user bottleneck. Further, a similar approach has been
proposed in the work of [30], where though the closely related
scheme places focus on minimizing the power.

B. Overview of Results

In this paper, we study a cache-aided SISO BC where each
receiver k experiences a link of some normalized capacity
αk ∈ [0, 1]. We establish the optimal worst-case delivery time
T (K, γ, {αk}) within a factor of at most 4 for any number of
K users, fractional cache capacity γ, and capacity set {αk}.
Key to this result is a new algorithm that uses superposition
coding, where (assuming without loss of generality that the
users are labeled from weaker to stronger, i.e., such that αk ≤
αk+1) we split the power into K − Kγ − 1 layers, and in
layer k, we transmit only XORs whose weakest user is user k.
While this design indeed encodes some XORs at lower rates
(matching the capacity of the worst user for that message),
it also allows the simultaneous transmission of other XORs
in the remaining power layers. The main result reveals that
the optimal performance (1) achievable when αk = 1, for all
k ∈ [K] , [1, 2, . . . ,K], is in fact achievable even if each
user k has reduced link capacity such that the condition

αk & 1− e−kγ , ∀k ∈ [K] (4)

is satisfied. This quantifies the intuitive fact that systems with
smaller caches can be better immune to the negative effects
of channel unevenness.

II. SYSTEM MODEL

We consider the K-user wireless SISO BC, with the
transmitter having access to a library of N files {Wn}Nn=1,
each of normalized unit size, and the K receivers having a
cache whose size is equal to a fraction γ ∈ [0, 1] of the
library size. Communication takes place in two distinct phases,
namely the pre-fetching and the delivery phases. In the first
phase, the caches of the users are filled with content from
the library without any knowledge of future requests or of
channel capacities. Then, during the delivery phase, each user
k requests1 a single file W dk , after which the transmitter
– with knowledge of the requests and the link capacities –
delivers the requested content.

After transmission, at each user k ∈ [K], the received signal
takes the form

yk =
√
Pαkhkx+ zk, (5)

where P represents the transmitting power; x ∈ C is the
power-normalized transmitted signal satisfying E{|x|2} ≤ 1;
hk ∈ C is the channel coefficient of user k; zk ∼ CN (0, 1)
represents the Gaussian noise at user k; and αk ∈ (0, 1] is
such that at each user k ∈ [K] the average SNR equals

E{|yk|2} = Pαk . (6)

Under the simplified Generalized Degrees of Freedom (GDoF)
framework of [31]–[33], condition (6) amounts to a (nor-
malized, by a factor logP ) user rate of rk = αk ∈ [0, 1].
Without loss of generality, α = 1 corresponds to the highest
possible channel strength. We assume an arbitrary set of such

1We are interested in the worse-case delivery time and thus we will assume
that each user will ask for a different file.



normalized capacities α , {αk}Kk=1 and we assume them
without loss of generality to be ordered in ascending order
(αk ≤ αk+1).

The objective is to design the caching and communi-
cation scheme that minimizes the worst-case delivery time
T (K, γ,α) for any capacity vector α.

III. MAIN RESULTS

Before presenting the main results, we remind the reader
that the naive implementation of coded caching which se-
quentially transmits the sequence of XORs Xσ to all subsets
σ ∈ [K] of |σ| = Kγ+1 users, requires a worst-case delivery
time

Tuc(K, γ,α) =
1(
K
Kγ

) ∑
σ⊆[K], |σ|=Kγ+1

max
i∈σ

{
1

αi

}
. (7)

This follows since this conventional uncoded scheme allocates,
for each XOR Xσ , a transmission time Tσ = maxw∈σ

{
1
αw

}
to allow the weakest user in σ to decode the message2.

We now proceed with the main result.

Theorem 1. In the K-user SISO BC with receiver channel
strengths

{
αk
}K
k=1

(αk ≤ αk+1) and with receivers equipped
with a cache of normalized size γ, the worst-case delivery time

Tsc(K, γ,α) = max
w∈[K]

{
1

αw
·
(

K
Kγ+1

)
−
(
K−w
Kγ+1

)(
K
Kγ

) }
(8)

is achievable and is within a multiplicative factor of at most
4 from the optimal delay T ∗(K, γ,α).

Proof. The achievability part of the scheme is described as Al-
gorithm 1 in Section IV, while the converse and the derivation
of the gap to optimal are presented in Section V.

One of the main conclusions from the above result is
summarized in the following corollary.

Corollary 1. In the same K-user SISO BC with γ-sized caches
and (ordered) capacities

{
αk
}K
k=1

, the baseline performance

T (K, γ,α = 1) = TMN =
K(1− γ)
1 +Kγ

(9)

associated to the ideal case αk = 1 ∀k ∈ [K], can be achieved
even if the capacities satisfy the inequalities

αk ≥ αth,k , 1−
(
K−k
Kγ+1

)(
K

Kγ+1

) ≈ 1− e−kγ , for all k ∈ [K].

(10)

Proof. The proof is direct from Eq. (8), after using the Sterling
approximation

(
n
k

)
≈
(
n
k

)k
and the limit

lim
K→∞

(
1− b

K

)K
= e−b. (11)

2This is a well known expression that has been calculated in a variety of
works such as in [13], [24].
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Fig. 1. The plot presents the threshold αth,k for the case of K = 100 users.
We can see that as γ decreases, an ever increasing fraction of users can have
a further reduced channel capacity without any performance degradation with
respect to the maximal-capacity delay.

Given any user k, αth,k = 1− (K−k
Kγ+1)
( K
Kγ+1)

provides a threshold
channel capacity that allows the algorithm to achieve the
baseline unit-capacity performance TMN .

IV. PLACEMENT AND DELIVERY ALGORITHMS

We here present the superposition-based communication
scheme with the corresponding cache placement, transmission,
and decoding that achieves the delay in Theorem 1.

A. Cache Placement

During the placement phase, we apply directly the place-
ment algorithm of [1] without exploiting any knowledge of
the channel capacities. To this end, each file Wn, n ∈ [N ], is
subpacketized into S =

(
K
Kγ

)
subfiles

Wn → {Wn
τ , τ ⊂ [K], |τ | = Kγ} (12)

and the cache Zk of user k is filled as

Zk = {Wn
τ : τ ⊂ [K],∀n ∈ [N ]} (13)

which, as can easily be shown, adheres to the cache-size
constraint.

B. Delivery Algorithm

After each user k ∈ [K] requests a file W dk as in [1], the
transmitter delivers the

(
K

Kγ+1

)
XORs

Xσ =
⊕
k∈σ

W dk
σ\{k} (14)

for all subsets σ of users of size |σ| = Kγ+1. To this end, in
every communication slot, we split the available transmission
power into K −Kγ − 1 “power layers”. In power layer k we
encode XORs from the set

Xk , {Xσ : min{σ} = k}. (15)

This contains all the XORs intended for set of users σ for
which the slowest user is user k i.e., all the XORs intended
for user k except those desired by any user whose channel is



weaker than user k. It can be easily shown3 that the sets Xk
are disjoint; that for any k ≤ K −Kγ − 1, we have

|Xk| =
(
K − k + 1

Kγ + 1

)
−
(
K − k
Kγ + 1

)
=

(
K − k
Kγ

)
(16)

XOR messages in power layer k and that the total number of
XOR messages in the first k power layers is∣∣∣∣∣

k⋃
m=1

Xm

∣∣∣∣∣ =
(

K

Kγ + 1

)
−
(
K − k
Kγ + 1

)
. (17)

For example, Layer 1 (which will correspond to the highest-
powered layer) contains all the XORs in set X1 i.e., all the
XORs that are intended for the weakest user (user 1). Similarly
Layer 2 will contain the XORs from X2, i.e., those XORs that
are intended for user 2, but not for user 1, and so on. The power
allocation for each XOR is designed so that the weakest user
of the XOR can decode it, implying that any other user that
needs to decode that same XOR is able to do so. The chosen
power allocation seeks to minimize the overall delay.

Algorithm 1: Delivery based on Superposition Coding

1 Let αk ≤ αk+1, ∀k ∈ [K]
2 Find w ∈ [K] such that

w=arg max
k∈[K]

{(
K

Kγ+1

)
−
(
K−k
Kγ+1

)
αk

}
. (18)

3 Set β0 = 0 and for k ∈ [K −Kγ − 1] set

βk =

∣∣∪ki=1Xk
∣∣

|∪wi=1Xk|
αw =

(
K

Kγ+1

)
−
(
K−k
Kγ+1

)(
K

Kγ+1

)
−
(
K−w
Kγ+1

)αw. (19)

for all k ∈ [K −Kγ − 1] do
4 Encode xk selected from Xk without replacement
5 with power

Pk = P−βk−1 − P−βk (20)

6 and rate

rk = βk − βk−1 =

(
K−k
Kγ

)(
K

Kγ+1

)
−
(
K−w
Kγ+1

)αw. (21)

7 Transmit xk,∀k ∈ [K] simultaneously.

The process is described in the form of pseudo-code in
Algorithm 1. The algorithm begins by identifying (Step 2)
the bottleneck user

w=arg max
k∈[K]

{(
K

Kγ+1

)
−
(
K−k
Kγ+1

)
αk

}
. (22)

This is defined as the user k that takes the longest time to
decode all power layers from 1 to k. Then Step 3 calculates
the power layer coefficients βi, i ∈ {0, 1, ..,K − Kγ − 1}

3The last equality follows directly from Pascal’s triangle.

for each power layer as explained below. In Step 4, for every
k ∈ [K − Kγ − 1], a new XOR is selected from set Xk,
and is encoded in message xk, with power Pk = P−βk−1 −
P−βk (Step 5) and rate (K−k

Kγ )
( K
Kγ+1)−(

K−w
Kγ+1)

αw (Step 6). Finally

in Step 7 all the xk,∀k ∈ [K] are transmitted simultaneously
using superposition coding.

C. Decoding

In the received signal

yk =hk
√
Pαk

k∑
m1=1

xm1
+ hk

√
Pαk

K−Kγ−1∑
m2=k+1

xm2
(23)

at user k ∈ [K], the second term
∑K−Kγ−1
m2=k+1 xm2 contains the

lower power layers, which carry no valuable information for
user k and are treated as noise. This part of the message is

transmitted with power P−βk , where βk =
( K
Kγ+1)−(

K−k
Kγ+1)

( K
Kγ+1)−(

K−w
Kγ+1)

αw.
Due to the power and rate allocation for each of these mes-
sages (cf. Eq. (20) and Eq. (21)), using successive interference
cancellation4 (SIC), receiver k can decode the first term that
encodes the messages that potentially contain information that
is valuable for user k.

D. Delay Calculation

The total delay of the scheme is

Tsc(K, γ,α) = max
k∈[K−Kγ−1]

{
|Xk|(
K
Kγ

) · 1
rk

}
(24)

=
1

αw
·
(

K
Kγ+1

)
−
(
K−w
Kγ+1

)(
K
Kγ

) . (25)

This corresponds to the maximum delay required to deliver all
XORs Xσ ∈ Xk across all values of k ∈ [K −Kγ − 1].

V. CONVERSE AND GAP TO OPTIMALITY

In this section, we provide a lower bound on the optimal
delay for any given set of parameters K, γ,α, and then we
prove that the achievable delay Tsc , Tsc(K, γ,α) from
Theorem 1 is within a factor of at most 4 from the optimal
delay T ∗(k, γ,α).

To lower bound the minimum delay T ∗(k, γ,α), we con-
sider an augmented system where the capacities of the first w
users, with w selected as (18), are increased to αk = αw , α,
for all k ∈ [w], while the capacities of the remaining users are
increased to 1. For such a system, the delay is lower bounded
as

Taug ≥

t1︷︸︸︷
1

α

t2︷ ︸︸ ︷
1

2

w(1− γ)
1 + wγ

, (26)

4In successive interference cancellation, a user first decodes the highest
powered message by treating the remaining messages as noise, then proceeds
to remove this – known at this point – message and decodes the second
message by treating the remaining as noise, and so on until all messages have
been decoded.



where term t1 corresponds to the channel capacity of the first
w users, while term t2 corresponds to a lower bound on the
minimum possible worst-case delivery time5 associated to a
system with w cache-aided users (cf. [36]).

To bound the ratio Tsc/Taug, we first consider the case of
wγ < 1 for which we have the inequalities

Tsc
Taug

≤

( K
Kγ+1)−(

K−w
Kγ+1)

( KKγ)
1
2
w(1−γ)
(1+wγ)

≤ w(1− γ)
1
2
w(1−γ)
(1+wγ)

≤ 4, (27)

where we used the inequality ( K
Kγ+1)−(

K−w
Kγ+1)

( KKγ)
≤ w(1 − γ)

which we prove in Appendix A.
When wγ ≥ 1, the bound – after a few basic algebraic

manipulations – takes the form

Tsc
Te

=

( K
Kγ+1)−(

K−w
Kγ+1)

( KKγ)
1
2
w(1−γ)
(1+wγ)

≤

( K
Kγ+1)
( KKγ)

1
2
w(1−γ)
(1+wγ)

(28)

=

K(1−γ)
1+Kγ

1
2
w(1−γ)
1+wγ

= 2
K(1 + wγ)

w(1 +Kγ)
= 2 + 2

K − w
w+Kwγ

(29)

< 2

(
1 +

K + w

w + wKγ

)
< 2

(
1 +

K

wKγ

)
≤ 4, (30)

which concludes the proof.

VI. CONCLUSIONS AND RAMIFICATIONS

In this work, we studied a cache-aided SISO BC in which
users have different channel capacities. This model is mo-
tivated by the well-known worst-user bottleneck of coded
caching, which, when left untreated, can severely deteriorate
coded caching gains. The new algorithm establishes, together
with the converse, the fundamental limits of performance
within a factor of 4, revealing that it is in fact possible to
achieve the full-capacity performance even in the presence of
many users with degraded link strengths.

Pivotal to our approach is the identification of a ‘bottleneck
(threshold) user’, which may not necessarily be the user with
the worst channel. From an operational point of view, this
reveals that to increase performance, we must not necessarily
focus on enhancing only the weakest users, but rather should
focus on altering this bottleneck threshold.

APPENDIX A
BOUND ON THE DIFFERENCE OF BINOMIALS

Our aim is to prove the following corollary.

Corollary 2. For every integer m > 0, the following inequality
holds (

K
Kγ+1

)
−
(
K−m
Kγ+1

)(
K
Kγ

) ≤ m(1− γ). (31)

5In fact, as we know from [36], this factor is slightly smaller than 1
2

.

Proof. We first note that(
K−n−1
Kγ

)(
K
Kγ

) ≤ (1− γ), n ≥ 0 (32)

holds, because for any m > p, we have that
(
K−m
Kγ

)
<
(
K−p
Kγ

)
,

which yields that Eq. (32) holds for any n ≥ 0.
With this in place, in order to prove the inequality in

Eq. (31), we employ proof by induction. Toward this, we first
see that Eq. (31) holds for m = 1 because(

K
Kγ+1

)
−
(
K−1
Kγ+1

)(
K
Kγ

) =

(
K

Kγ+1

)
− K−Kγ−1

K

(
K

K−Kγ−1
)(

K
Kγ

) (33)

=

(
K

Kγ+1

)(
K
Kγ

) Kγ + 1

K
= (1− γ). (34)

Now we assume that Eq. (31) holds for some n ≥ 1, and to
prove that it also holds for n+ 1, we see that(

K
Kγ+1

)
−
(
K−n−1
Kγ+1

)(
K
Kγ

) =

(
K

Kγ+1

)
−
(
K−n
Kγ+1

)
+
(
K−n−1
Kγ

)(
K
Kγ

) (35)

=

(
K

Kγ+1

)
−
(
K−n
Kγ+1

)(
K
Kγ

) +

(
K−n−1
Kγ

)(
K
Kγ

) (36)

≤ n(1− γ) + (1− γ) (37)

where in Eq. (35) we used the equality from Pascal’s triangle,
and then in Eq. (37) we used the inequality of Eq. (31). This
concludes the proof.
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