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ABSTRACT unitarity but causality. The transformation can be consid-
ered as a generalization, for the vectorial case, of the classic
This paper deals with optimal coding for vectorial signals (A)\DPCM coding scheme, where a predicted version of the
by means of a decorrelating transform such as DPCM. Wesjgnal to be coded, based on the past quantized values of
show that the optimal causal transform corresponds to athe signal, is first subtracted from the signal. We show that
(Lower-Diagonal-Upper) triangular factorization of the au- the optimal transform in this case corresponds to a LDU
tocorrelation matrix of the signal : the transformation ma- factorization of the autocorrelation matrix of the vector to
trix is triangular and unit diagonal. Each one of its rows is pe quantized. Each row in the transform matrix is the op-
the optimal prediction filter for the corresponding compo- timal prediction filter for the corresponding component of
nent of the vector to be coded. We analyze the effect on thethe vector to be coded. An expression for the coding gain
coding gain of the perturbation due to backward adaptationjs derived. We then inspect what happens when this trans-
(prediction based on the quantized signal), as for DPCM formation is backward adapted and analyze the influence of
coders. We then show that two previously introduced trans- quantization noise (generated by scalar DPCM quantizers)
formations, in the context of subband coding, appear as spepn the coding gain. The third part of the paper is dedicated
cial cases of vectorial DPCM coding, and we compare thesey the coding technique of vectorial signals. We show how
two transformations when perturbations occur on the refer- frequential expressions can be obtained for the coding gains.
ence signal. Finally, whe apply some results of vectorial we give in the fourth section two applications of vectorial
DPCM coding to wideband speech coding. DPCM coding : we show how two previously introduced
transformations, in the context of subband coding (Maison
and Vanderdorpe (M&V) [1], and Wong [2]), appear as spe-
cial cases of the vectorial DPCM coding technique, and we
compare these two transformations when the quantization

The transmission of audio signals (bichannel, such as stereg, jise on the past values of the signal is taken into account.

or multichannel forthe MREG4 standard) nat'urally suggests, o finally describe briefly, in the fifth part, an application
the use of a coding technique for vectorial signals. In order of our results to wideband coding of speech. For further

t.o descrlpe the coding technique of a vectorial §|gnal, W€ details about the results exposed in this paper, readers are

first consider, in the second part of this paper, a finite frame invited to refer to [3].

of signal, a vector of signal. A linear transform is applied to

this vector. The coding operation is then realized by scalar

guantization of each component of the vector after trans-

formation. The optimal transform will be such that the dis- 2. VECTORIAL DPCM CODING

tortion generated by the quantization is minimized under the

constraint of a finite number of bits. Under the unitaritycon- 2.1. Problem statement

straint, the optimal transform is the well-known Karhunen-

Loeve transform. The constraint we consider here is notLet us consider the generalization of the classical DPCM

coding scheme applied to a vectdr = [z;...xx]7, see
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1. INTRODUCTION




X Y v X SN, R; = NR, whereR is the average number of bits

+ + assigned to thevV quantizersy;. Using well-known tech-
niques [4], and making abstraction of the fact thatfhare
integer and non negative, one shows that |,

N ~

_ 2 —2R; 2 __ —-2R 2

T.X o =c2 oy, =c2 (H O'yl) . (5)
i=1

Fig. 1. Vectorial DPCM coding scheme.

Note that the optimal quantization error varian(u§§ are
N equal (independent aJ.
errory”: Optimization of L : we should considenin,, (IT)Y; &

X = XoXT= X—(Y4IX) = X—TX V9= Y-V = ¥, where ther;, depend on the rows; of L: o2 = o7, L:).

, _ " (1) The problem s hence separable, and minimi(iﬁﬁ\;1 o2 ) "
as in the unitary case. The constraint imposed on the trans- . ] o y :
formation here is causality, which imposes a lower triangu- With respect tol, entails minimizings, with respect to
lar structure. The unitary aspect of the transform appears inli,1:i-1- The components; appear clearly as the predic-
the unicity of the main diagonal{= I — I is hence strictly 10N errors ofz; with respect to the past values 4f, the
lower triangular and represents the degrees of freedom of% 11, and the optimal coefficients L; , ;. are the opti-
the transformation). The notion of causality could be gener- Ma! prediction coefficients. In other wordsis such that
alized by working with the permuted componentsiofind

Y, which givesPY = L P X orY = (PT LP)X, where

P is a permutation matrix. The coding gain for a transfor-

LRxxL" = Ryy = D = diag{o, ,..00 }, (6)

where diag{...} represents a diagonal matrix whose ele-

mationL is ments ares2,. Since each prediction errgy is orthogonal
E||)~(||(21) E||)~(||(21) to the subspaces generated by ¥ _,, they; are orthog-
Gre(L) = - - , (2) onal, andD is diagonal. It follows that
X[, ~ BV,
Rxx = L7'Ryy L7, (7)

wherel! is the identity matrix (which corresponds to the ab-
sence of transformation), and the notatjox||?;,, denotes  which represents the LDU factorization By x . Referring

the variance of the quantization error on the vectqrob- to (2), the coding gain can be written as
tained for a transformatiof’. The second equality in (2)

follows from the equality (1), as in the unitary case. The det [diag(Rx x)] ~
AR ; G9(r) = XX 8
SNR for a transformatioth is defined as re(l) det [diag(LRxx LT)] (8)
SNR(L) = BIXIP _ BIXIF _ EUXI BV wherediag(R) denotes here the diagonal matrix that corre
= - = = s _ -
BIXIE, — EIVIE, — EVIE, EIVIE, g 0

3) sponds to the diagonal of the matrix

where the first factor represents the gain of the transforma-

tion. We now set out to determine the optimal transforma- 2.3. Quantization effects on the coding gain

tion . and bit assignment which maximizes the coding gain. ) o

For a given bit assignment, the optimal transformationis L€t us now inspect the case where the tranformation is not
~ based on the original signal but on its quantized version. In

L = arg max Grc (L) = argmax SNR(L) = argmin E|| X[t this case, the output vector becomes
(4) - .

2.2. ldeal case Y=X-ILX"=X-LIX-X)=LX+LY. (9

In a first step, we neglect the quantization error on the ref-y- v hot only contains the prediction errbi of X, but

erence signal, and we suppose an optimal bit assignment. Actlso_the quantization errdf filtered by the optimal predic-
quantizerQ; introduces an independent white noieon 7 | this case again, the optimal bit assignment has to

7 2 —2R; .2 . L H
.thfhcompogenyif, sftvar'ahca’g,t—t? Uiy@ whe;eRZ minimize the sum of theZ . It follows that the variances
is the number of bits assigned to the quantiger andc is L U  aRN o1
a constant depending on the probability density function of of the quantization noises aﬁiﬁ = 27 ([Liz 0y ¥

the signal to be quantized (one should assume a GaussiarT o7, independent of. The autocorrelation matrix of the
distribution, linear transform invariant). noise is hencétyy = o7, 1.

For a givenZ, the optimal bit assignment has to minimize T0 optimizeL, one should consideiin, (det [diag(Ryy)]),
E||17||(2L) =y, o2 ¢272% under the constraint with this time Ryy = LRxx L' + a§~lffT . One can



show that the resolution of the normal equations leads towhich leads to
the following expression for the coding geﬂh%(L), tak-

Moz —
ing into account the perturbations up to first order R G(Tlg(j;) ~ Gg?g(j;) (1 _ %2_1 % Z HLlﬂizl) )
. i=1 Yi
(1) det [diag(Rx x)] (15)
Gre(L) = — . . . .
det |diag(LRxx LT + o2 LL )} Asinthe ideal case, one can derive an expressm@?,@r(/;)
" (10) in the frequency domain
with LRxx LT = D anda~ = ¢272f(det D)~ where 2 1
D is the diagonal matrix of the non perturbated predlct@ﬁfC = GTg (—/ ( ) df + Z )]
error variances, anfl and L are also non perturbated quan- M -3 i=1  Yi
tities. This expression is established under the high resolu- . _ . (16)
tion assumptiond?Z I is small in comparison withi2 x x ). where, comparing with equation (153‘,4th|'|3 tﬁgm
2 tr (S5L(f)) df corresponds ty "M EA”
3. DPCM CODING OF VECTORIAL SIGNALS f_i r( ﬁ(f)) ! P Qizi Ty,

4. TWO VDPCM APPROACHES COMPARED
In the case of subband coding, in which the components
x; ;. of the vectorial signak, correspond to the subband
signals, we will now show that two previously introduced
transformations for maximizing the coding gain are special
with y, = [y1,6---ymx]". For these vectorial signals, it cases of a causal unit diagonal transformation. Moreover,
is interesting to consider the limiting case in which the di- ¢ equivalence of these transforms in the ideal case (con-
mgnsionk goes tq infinity, for a s‘Fationary sigr.@lc_ In sideringGé?é) is a consequence of the LDU nature of the
this case, the optimal transformwill lead to a signaly,, optimal transformation.
asymptotlcglly statlonary. t0o, sinck will becon'we.bloc.k In [5], Fischer showed the necessity of totally decorrelat-
Toeplitz (with blocks of sizelf x ). We obtain in this ing the subband signals in order to maximize the coding
A det [diag(Rx,x,)] \™* gain. On one hand, M&V [1] introduced in the classical
Gre(l) = o (det [diag(LRx, x, LT)]) (11) " subband coding scheme a transformatiofy) (matricial
filtering). This matrix transforms the vectorial signal =
det [diag(Rq 2, )] 7 e, o M (@1 xnr i)t yielding the transformed vectorial signgl =
=\ Tetdiag(®, , )] = W (12)  7(q) z, (whereg~! is the unit delay operator). This trans-
Sk =17y form corresponds to the causal MIMO predictiofi(z) =
wherey; ; is the optimal prediction error of infinite order of S~ 7, »=* whereT; is lower triangular and unit diago-
i, based of{z__ 4,711 }. We shall continueto  nal. The MIMO predictor is assumed to be of infinite order.
denote byZ; (now of infinite dimension) the vector of the  |n order to keep the structure causal, each sample of the
corresponding prediction coefficients. subband is predicted by means of the past samples of all
There exists a frequency domain expressior[Tof; o2, subbands, and by means of the present samples of lower in-
Writing the prediction operation in the frequency domain, dex only. In the casé/ = 2, the MIMO predictor is made
and using the fact that_is a totally decorrelated signal (its  of 2 intraband scalar predictors afdnterband scalar pre-
power spectral density can be written@s (/) = Ryy = dictors. M&V showed that such a transformation leads to an
diag{o? ), one can show that optimal coding gairGé?é. On the other hand, Wong used
the following transform : in the cas = 2,

. Tiz) = [ 0 Tzf(z) ] [ W;(z) | ] [ e ]

- [ Tis (2) 0 ] . (17)
If we now consider the effects of the quantization in the Toa(2)War(2)Tia (2) - Toz(2)
closed loop, the gaiti{;/.(L) can be expressed as The scalar prediction error filtéfi | (=) whitensz x, yield-
. ingyix, Wai(2) is a (noncausal) Wiener filter estimating
] ME 2k fromy &, athzz(Z) whitens the resulting error signal
; 7 to yieldy» . This transform hence uses only one interband
Yy

3.1. Ideal case

Let us now consider the case in which X is composed of a
succession of samples of a vectorial signak [x1 5 - xar k)7
Xy = [l‘g l‘? &g]T, and alsoy;, = [gg gng]T

Y2t yM}

l 2 f_i In[det (Sze (f))] df
H O-yz =¢ 2 .

3.2. Quantization effects on the coding gain

det[dz
GHL(L) = lim ctldiag (R, x.)
k—eo \ det[diag(LRx,x, LT + o

lff ] predictori,1(z) . The loss in degrees of freedom occur-
(14) ring with the loss of one interband predict@r( in M&V's



transformation) is balanced by the non causality of this re- strategy described above should be applied, and Wong's ap-
maining unique interband predictor. It is shown in [3] that proach should be the best decorrelating predictive transform.
these two transformations can both be expressed as loweNote also that, despite the non causality in the classical
triangular unit diagonal transforms, simply by reorganizing sense of this approach, it is well suited for frame based
the samples in the vector to be coded. The product of thespeech coding, which allows a certain degree of non causal-
variances of the subband signal is constant, no matter whichty. Actually, one can code one frame of signal in the lower
causal transform we use. The coding ﬁ% is hence in- subband and then code one frame in the higher subband.
variant by permutation. Each permutation leads to anotherAnother special case is when the bitassignment is fixed, and
causal decorrelation of the components of one vector. For avhen all the bits are used to code the lower subband. In this
stationary vectorial signal, this means that there exists morecase, the quantization noises introduced by the quantization
that one way to decorrelate the scalar signals which com-of the signalsy, , andys,  ares? = c27*%¢7 = aoy ,
pose this signal. The examples of Wong and M&V present with o << 1, andag-2 = o,,. The coding gain is
in fact (for M = 2) two extreme cases of an infinity of vari-
ants, which are parametrized by the degree of (non) causal- E||)~(||(21)
ity (in the classical sense) of the interband predictor(s). Gre(L) = ———~
Let us now compare the approaches of Wong, and M&V
in the presence of quantization. The expression (16) shows, thjs case again, the terow?, being small compared to
that in order to maximize the gaifiy',. , one should look o2, one has to minimize2,, and Wong's approach is more
Mo ) o efficient. Informal listening tests we performed (using sev-
for max ) | =) which leads to maximize the sum of the  gra] GSM AMR narrowband codecs) have confirmed the
i=1 i

inverses of the prediction error variances, or in other words perceptual gain over narrowband coding, introduced by the

make these variances as differentas possible. (E[rﬁﬁgajl :ntgr?}andn;::]edlljctl?n. ]:rtue Sredlgtlzr:/oI trih'ﬂuirls\t’vg?zﬂg_
is invariant, whatever the causal transformation involved). s done on the basis ol the decoded Version o

Consider the cas&/ = 2 : let us assume, without loss of band. Only the encoded lower subband (afid (=) gets

generality, that the variances of the vectorial signglsare :Lanf]m';ted & i)b: 25 ’ Rlz :t 0). Tgetdscodeir %roil]utches ll;or i

placed in decreasing order. In this case, one should mini- € higher subband only 1S predicted version on € basis

mize o2 . o2 will be minimized if the greatest number of of the decoded lower subband. The improvement in percep-
Y2 ©

Yz - ; tual quality is nevertheless significant. Some overhead is
I . Won roach shoul R - L
samples are used to predict.. Wong's approach should required in transmitting the prediction filté¥ 5, (z).

hence be the best one, since it will lead to a smaller vari-
ance forai. This difference between the two transforma-
tions appears only when the prediction is based on a quan- 6. REFERENCES
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