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#### Abstract

The use of unmanned aerial vehicles (UAVs) acting as flying base stations (FlyBSs) is considered as an effective tool to improve performance of the mobile networks. Nevertheless, such potential improvement requires an efficient positioning of the FlyBS. In this paper, we maximize the sum downlink capacity of the mobile Internet of Things devices (IoTD) served by the FlyBSs while a minimum required capacity to every device is guaranteed. To this end, we propose a geometrical approach allowing to derive the 3D positions of the FlyBS over time as the IoTDs move and we determine the transmission power allocation for the IoTDs. The problem is formulated and solved under practical constraints on the FlyBS's transmission and propulsion power consumption as well as on flying speed. The proposed solution is of a low complexity and increases the sum capacity by $15 \%-46 \%$ comparing to state-of-the-art works.


Index Terms-Flying base station, UAV, Transmission power, Propulsion power, Sum capacity, Mobile IoT device, 6G.

## I. Introduction

Deployment of unmanned aerial vehicles (UAVs) acting as flying base stations (FlyBSs) is a promising way to improve performance in 6G mobile networks, since the FlyBSs offer a high mobility and an adaptability to the environment via flexible movement in 3D. Potential benefits offered by the FlyBSs, however, comes along with challenges related to radio resource management and positioning of the FlyBSs [1], [2], [3], [4], [5], [6].

The problem of the FlyBS's positioning is investigated in many recent works. The objectives targeted in those works include a maximization of the downlink sum capacity [7], a maximization of the minimum capacity [8], a maximization of the uplink capacity [9], a maximization of the sum of uplink and downlink capacities [10], [11], a maximization of the minimum average capacity for device-to-device communication [12], a maximization of the minimum capacity in networks of sensors or Internet of Things devices (IoTDs) [13], a minimization of the FlyBS's power consumption [14], a minimization of the number of FlyBSs to guarantee users' QoS requirements [15]. However, the users considered in [7][15] are static (i.e., do not change their location over time). This is a required assumption in the solutions provided by
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those works in [7]-[15], and the FlyBS's entire trajectory is derived before the beginning of mission knowing that the users do not move during the mission. An extension of the solutions in these papers to the scenario with moving users is not straightforward. Furthermore, a guarantee of the minimum capacity to the users is not considered in [7], [10], [11], hence, the solutions cannot be adopted in applications, where the quality of service is concerned.

A solution potentially applicable to the scenarios with moving users is outlined in [16], where the FlyBSs' altitude is optimized to maximize the average system throughput. Then, in [17], the authors optimize the number of FlyBSs and their positions to maximize sum capacity. However, neither [16] nor [17] provide any guarantee of the minimum capacity to the users. In [18], the sum capacity is maximized via a positioning of the FlyBSs using reinforcement learning. Furthermore, the problem of the transmission power allocation is investigated in [19] to maximize the energy efficiency, i.e., the ratio of the sum capacity to the total transmission power consumption. The minimum required capacity in [18] and [19] is assumed to be equal for all users. Besides, the FlyBS's positioning is not addressed in [19] at all and the transmission power allocation is not considered in [18]. Then, the minimum capacity of the users is maximized via the FlyBS's positioning and the transmission power allocation in [20]. Nevertheless, no constraint on the FlyBS's speed is considered.

Surprisingly, there is no work targeting the sum capacity maximization in a practical scenario with moving sensors/IoTDs and with the minimum capacity guaranteed to the individual sensors/IoTDs. All related works are either focused on the scenario where data is collected from static users with apriori known coordinates or no minimum capacity is guaranteed to the users. We target the scenario with mobile devices and the minimum capacity guarantee and we propose a low-complexity solution based on an alternating optimization of the FlyBS's positioning and the transmission power allocation to the devices. The proposed optimization is done with respect to the feasibility region that is derived via a proposed geometrical approach. With respect to a majority of the related works, we also consider practical aspects and constraints of the FlyBSs including limits on the flying speed, transmission power, and propulsion power.

The rest of this paper is organized as follows. In Section


Fig. 1: System model with mobile IoTDs placed within the coverage area of the FlyBS.

II we provide the system model for FlyBS-enabled sensor network and we formulate the problem of sum capacity maximization. Next, we propose a method to check the feasibility of a solution to the FlyBS's positioning and transmission power allocation in Section III. Then, we propose a solution based on an alternating optimization of the transmission power allocation and the FlyBS's positioning in section IV. A geometrical approach is proposed for the FlyBS's positioning. Then, in section V, the adopted simulation scenario and parameters are specified and the performance of our proposed solution is shown and compared with state-ofthe art schemes. Last, we conclude the paper and outline the potential future extensions in Section VI.

## II. System model and problem formulation

In this section, we first define the system model. Then, we formulate the constrained problem of the sum capacity maximization.

In our system model, one FlyBS serves $N$ sensors/IoTDs $\left\{u_{1}, \ldots, u_{N}\right\}$ in an area as shown in Fig. 1. Let $\boldsymbol{q}(t)=$ $[X[k], Y[k], H[k]]^{T}$ denote the location of the FlyBS at time step $k$. We refer to the IoTDs/sensors as nodes in the rest of this paper. Let $\boldsymbol{v}_{\boldsymbol{i}}[k]=\left[x_{i}[k], y_{i}[k], z_{i}[k]\right]^{T}$ denote the coordinates of node $i$ at time step $k$. Then, $d_{i}[k]$ denotes Euclidian distance of node $i$ to the FlyBS at time step $k$.

We adopt orthogonal downlink channel allocation for all nodes. Thus, the channel capacity of node $i$ is:

$$
\begin{equation*}
C_{i}[k]=B_{i} \log _{2}\left(1+\frac{p_{i}^{R}[k]}{N_{i}+I}\right) \tag{1}
\end{equation*}
$$

where $B_{i}$ denotes the bandwidth of the $i$-th node's channel (note that $B_{i}$ can differ among nodes), $N_{i}$ is the noise power at the $i$-th node's channel, $I$ denotes the background interference from neighboring base stations (both flying and static), and $p_{i}^{R}[k]$ is the received power by the $i$-th node at time step $k$.

Let $\boldsymbol{p}^{T}=\left[p_{1}^{T}, \ldots, p_{N}^{T}\right]$ denote the FlyBS's transmission power allocated to all $N$ nodes. According to the Friis'
transmission equation, the received signal's power at node $i$ ( $i \in[1, N]$ ) from the FlyBS is calculated as:

$$
\begin{equation*}
p_{i}^{R}[k]=Q_{i}\left(\frac{\gamma}{\gamma+1} \bar{h}_{i}+\frac{1}{\gamma+1} \tilde{h}_{i}\right) p_{i}^{T}[k] d_{i}^{-\alpha_{i}}[k] \tag{2}
\end{equation*}
$$

where the coefficient $Q_{i}$ is a parameter depending on the communication frequency and gain of antennas. Furthermore, $\gamma$ is the Rician fading factor, $\bar{h}_{i}$ is the line-of-sight (LoS) component satisfying $\left|h_{n}\right|=1$, and $\tilde{h}_{i}$ denotes the non-line-of-sight (NLoS) component satisfying $\tilde{h}_{i} \sim C N(0,1)$, and $\alpha_{i}$ is the pathloss exponent of the channel for node $i$.

For the propulsion power consumption, we refer to the model provided in [21] for rotary-wing UAVs. More specifically, the propulsion power is expressed as:

$$
\begin{gather*}
P_{p r}[k]=L_{0}\left(1+\frac{3 V_{F}^{2}[k]}{U_{\text {tip }}^{2}}\right)+\frac{\eta_{0} \rho s_{r} A V_{F}^{3}[k]}{2}+ \\
L_{i}\left(\sqrt{\left.1+\frac{V_{F}^{4}[k]}{4 v_{0, h}^{4}}-\frac{V_{F}^{2}[k]}{2 v_{0, h}^{2}}\right)^{\frac{1}{2}}}\right. \tag{3}
\end{gather*}
$$

where $V_{F}[k]$ is the FlyBS's speed at the time step $k$. Furthermore, $L_{0}$ and $L_{i}$ are the blade profile and induced powers in hovering status, respectively, $U_{\text {tip }}$ is the tip speed of the rotor blade, $v_{0, h}$ is the mean rotor induced velocity during hovering, $\eta_{0}$ is the fuselage drag ratio, $\rho$ is the air density, $s_{r}$ is the rotor solidity, and $A$ is the rotor disc area.

Our goal is to find the position of the FlyBS to maximize the sum capacity at every time step $k$ while the node's minimum required capacity is always guaranteed with practical constraints implied by FlyBSs. Hence, we formulate the problem of the sum capacity maximization as follows:

$$
\begin{align*}
& \max _{\boldsymbol{p}^{T}[k], \boldsymbol{q}[k]} C_{t o t}[k], \forall k,  \tag{4}\\
& \text { s.t. } \quad C_{i}[k] \geq C_{i}^{\min }[k], \quad i \in[1, N],  \tag{4a}\\
& H_{\min }[k] \leq H[k] \leq H_{\max }[k],  \tag{4~b}\\
& \|\boldsymbol{q}[k]-\boldsymbol{q}[k-1]\| \leq V_{F}^{\max } \delta_{k},  \tag{4c}\\
& P_{p r}[k] \leq P_{p r, t h}[k],  \tag{4~d}\\
& \sum_{i=1}^{N} p_{i}^{T}[k] \leq p_{\max }^{T}, \quad p_{i}^{T}[k] \geq 0, \tag{4e}
\end{align*}
$$

where $C_{t o t}[k]=\sum_{i=1}^{N} C_{i}[k]$ is the sum capacity of the nodes at time step $k, C_{i}^{\text {min }}[k]$ denotes the minimum capacity required by node $i$ at time step $k, H_{\min }$ and $H_{\max }$ are the minimum and maximum allowed flying altitude of the FlyBS at the time step $k$, respectively, and are set according to the environment as well as the flying regulations. Furthermore, $V_{F}^{\max }$ is the FlyBS's maximum supported speed, $\delta_{k}$ is the duration between the time steps $k-1$ and $k,\|$.$\| is the$ $\mathcal{L}_{2}$ norm, and $p_{\text {max }}^{T}$ is the FlyBS's maximum transmission power limit. The constraint (4a) ensures that every node always receives the required capacity. Furthermore, (4b) and (4c) restrict the FlyBS's speed to the range of $\left[0, V_{F}^{\max }\right]$ and $\left[H_{\min }[k], H_{\max }[k]\right]$, respectively. In addition, the constraints (4d) and (4e) assure that the FlyBS's propulsion power and total transmission power would not exceed $P_{p r, t h}$ and $p_{\max }^{T}$,
respectively. In practice, the value of $P_{p r, t h}$ can be set/adjusted at every time step and according to available remaining energy in the FlyBS's battery to prolong the FlyBS's operation.

Challenging aspects to solve (4) include: $i$ ) before the positioning of the FlyBS, a feasibility of the solution to (3) should be verified due the constraints (4a)-(4e), and $i i$ ) the objective function $C_{t o t}$ and the constraint (4e) are non-convex with respect to $\boldsymbol{q}$.

To tackle the aspect $i$ ), we propose a geometrical approach with a low complexity to check the feasibility of any solution to (4). If there is a feasible solution, the proposed approach further determines the feasibility domain used for a derivation of the FlyBS's positions. To tackle the aspect $i i$ ), we propose a suboptimal solution using an alternating optimization of the transmission power allocation and the FlyBS's positioning based on a local approximation of the objective function. In particular, we propose an iterative approach based on two steps: 1) an optimization of the transmission power allocation $\boldsymbol{p}^{T}$ at the given position of the FlyBS and, 2) an update (optimization) of the FlyBS's position for the derived vector $\boldsymbol{p}^{\boldsymbol{T}}$ from the step 1 via a consideration of the feasibility domain defined by the constraints in (4). We elaborate the derivation of feasibility domain in Section III. Then, we explain our proposed alternating optimization of the transmission power and the FlyBS's positioning in Section IV.

## III. Feasibility of a solution

In this section, we present a geometrical approach to check the feasibility of an arbitrary solution to (4) via a consideration of the constraints in (4). Let us first rewrite the constraint (4a) for an arbitrary setting of the transmission power allocation $\boldsymbol{p}^{\boldsymbol{T}}$ to individual nodes by means of (1) and (2) as follows:

$$
\begin{equation*}
C_{i}=B_{i} \log _{2}\left(1+\frac{Q_{i} p_{i}^{T}}{d_{i}^{\alpha_{i}}\left(N_{i}+I\right)}\right) \geq C_{i}^{\min } \tag{5}
\end{equation*}
$$

which yields

$$
\begin{equation*}
d_{i} \leq\left(\frac{Q_{i} p_{i}^{T}}{\left(2^{\frac{C_{i}^{m i n}}{B_{i}}}-1\right)\left(N_{i}+I\right)}\right)^{\frac{1}{\alpha_{i}}}=\rho_{i}, \quad 1 \leq i \leq N \tag{6}
\end{equation*}
$$

Each of the $N$ inequalities in (6) demarcates a sphere in 3D space. In particular, for every $i \in[1, N]$, the inequality in (6) implies that the FlyBS lies inside or on the sphere with a center at the location of node $i$ and with a radius of $\rho_{i}$.

Next, the constraint (4b) defines the next position of the FlyBS on or between the planes $z=H_{\text {min }}[k]$ and $z=$ $H_{\max }[k]$. In addition, according to Fig. 2, the constraint (4d) is translated as $V_{F} \in\left[V_{F}^{t h, 1}, V_{F}^{t h, 2}\right]$. By combining this inequality with (4c) we get

$$
\begin{equation*}
\|\boldsymbol{q}[k]-\boldsymbol{q}[k-1]\| \leq\left(\min \left\{V_{F, \max }, V_{F}^{t h, 2}\right\}\right) \delta_{k} \tag{7}
\end{equation*}
$$

and

$$
\begin{equation*}
\|\boldsymbol{q}[k]-\boldsymbol{q}[k-1]\| \geq V_{F}^{t h, 1} \delta_{k} . \tag{8}
\end{equation*}
$$

The equations (7) and (8) define the FlyBS's next possible position as the border or inside of a region enclosed


Fig. 2: Propulsion power model vs. speed for rotary-wing FlyBS.
by two spheres centered at $\boldsymbol{q}[k-1]$ (i.e., the FlyBS's position at the previous time step) and with radii of $V_{F}^{t h, 1} \delta_{k}$ and $\left(\min \left\{V_{F, \max }, V_{F}^{t h, 2}\right\}\right) \delta_{k}$. Furthermore, to interpret the constraint (4e) in terms of the FlyBS's position, in following Lemma 1, we derive a necessary condition for the FlyBS's next position so that there exists a feasible position of the FlyBS for an arbitrary setting of $\boldsymbol{p}^{\boldsymbol{T}}$.
Lemma 1. For the power allocation vector $\boldsymbol{p}^{\boldsymbol{T}}$ at time step $k-1$, a necessary condition for a feasibility of any solution to the positioning of the FlyBS at time step $k$ is:

$$
\begin{equation*}
\left\|\boldsymbol{q}[k]-\boldsymbol{\theta}_{0}\left(\boldsymbol{p}^{\boldsymbol{T}}, k\right)\right\| \leq \Upsilon\left(\boldsymbol{p}^{\boldsymbol{T}}, k\right) \tag{9}
\end{equation*}
$$

where $\boldsymbol{\theta}_{\mathbf{0}}\left(\boldsymbol{p}^{\boldsymbol{T}}, k\right)=\left[\frac{\sum_{i=1}^{N} \iota_{i} x_{i}}{\sum_{i=1}^{N} \iota_{i}}, \frac{\sum_{i=1}^{N} \iota_{i} y_{i}}{\sum_{i=1}^{N} \iota_{i}}, H\right]$, and $\iota_{i}$ is a substitution derived in the proof, and $\Upsilon\left(\boldsymbol{p}^{\boldsymbol{T}}, k\right)=\left(\frac{p_{\text {max }}^{T}-\chi}{\sum_{i=1}^{N} \iota_{i}}\right)^{\frac{1}{2}}$.

## proof. Please see Appendix A

Note that, an existence of a feasible solution is contingent upon all the constraints in (4) and not only the condition (9). Thus, we now analyze the feasibility of any solution to (4) by incorporating the constraints derived for the FlyBS's next position. In order to check if these inequalities hold at the same time, we propose the following low-complexity approach. Let $c l_{i}(i \in[1,+2])$ denote $N+2$ spheres defined by the inequalities (6), (7), and (9). Note that we deal with (7) later in this section. The $N$ spheres represented by (6) have centers at the same position as their corresponding nodes. Furthermore, the sphere indicated by (7) has a center at the FlyBS's position at time step $k-1$.

Then, for each pair of spheres $s p_{j}$ and $s p_{k}$, we consider their intersection. There are three different cases regarding the intersection: i) $s p_{j}$ and $s p_{k}$ have no intersection point and lie completely outside each other, $i i$ ) $s p_{j}$ and $s p_{k}$ have no intersection points and one of these spheres lies inside the other one, $i i i$ ) $s p_{j}$ and $s p_{k}$ intersect on their borders which is in the shape of a circle (assuming that a single point is also a circle with radius of zero). Note that any two spheres from the set of spheres indicated by (4a) do not completely overlap, as each sphere has a distinct center. Furthermore, if any sphere represented by (7) or (9) is identical to another sphere, we simply ignore one of those spheres.

For the case $i$, we conclude that at least two of the
constraints in (4) do not hold at the same time and, thus, there is no feasible solution to (4). For the case $i i$, one of the constraints in (4) corresponding to the outer sphere is automatically fulfilled if the other constraint (the one corresponding to the inner sphere) holds. In such case, we ignore the constraint corresponding to the outer sphere and the rest of the constraints are dealt with according to case $i$ or iii. For the case $i i i$, we propose the following low-complexity method to verify the non-emptiness of the intersections of the spheres (in other words, a feasibility of a solution to (4)): given the fact that the intersection of a plane and a sphere is circle (if not empty), we search for the intersection of the spheres only on certain planes. In particular, corresponding to each of the $N+2$ spheres $s p_{j}$, consider two horizontal planes $p l_{j, 1}$ and $p l_{j, 2}$ that are tangent to $s p_{j}$ (one at the topmost point on $s p_{j}$ and one at the lower most point). Then, we remove from the set of the derived planes those that do not fulfill the altitude constraint (4b). Hence, at most $2 N+4$ horizontal planes are derived. Next, for each of the remaining planes, we find the intersection of the plane and all the spheres. Let $c l_{l, k, 1}$ and $c l_{j, k, 2}$ be the intersection (circle) of $s p_{k}$ on $p l_{j, 1}$ and on $p l_{j, 2}$, respectively. On each plane, we derive and collect the intersection points of each two of such circles. Then, we verify whether there are any points in the set of the collected points that would lie inside or on the border of all the circles on the same plane. In case that there are no such points on any of the planes, there is no feasible solution to (4) as all the constraints in (4) cannot be met at the same time. Otherwise, there would be a solution if the remaining condition (8) is also met for at least one of those eligible candidate points. From the described process, the computational complexity of the proposed feasibility check scales as $(2 N+4) \times\binom{ N+2}{2} \times(N+2)$, i.e., it is $O\left(N^{4}\right)$.

In the next section, we target the problem of power allocation and the FlyBS's positioning in (4) and we show how the FlyBS's position is determined with respect to the constraint spheres $s p_{j}(j \in[1, N+2])$ derived in this section.

## IV. FlyBS positioning and power allocation

In this section, we outline our proposed FlyBS's positioning and transmission power allocation maximizing the sum capacity under the feasibility condition derived in Section III.

Our proposed solution is based on alternating optimization updating the transmission power $\boldsymbol{p}^{\boldsymbol{T}}$ and the FlyBS's position $\boldsymbol{q}$ at every time step. First, note that for a given $\boldsymbol{q}$, the problem of the $\boldsymbol{p}^{\boldsymbol{T}}$ optimization is solved via CVX, as the sum capacity in (4) is concave, and the constraints in (4) are convex with respect to $\boldsymbol{p}^{\boldsymbol{T}}$. Once $\boldsymbol{p}^{\boldsymbol{T}}$ is optimized at the given position $\boldsymbol{q}$, we optimize $\boldsymbol{q}$ to maximize the sum capacity while considering the constraints in (4). To this end, we first consider the problem of the sum capacity maximization regardless of the constraints in (4). As the sum capacity is non-convex with respect to the FlyBS's position, we provide a solution based on a local approximation of the sum capacity in the form of a radial function with respect to the FlyBS's position as elaborated in the following Lemma 2.

Lemma 2. The sum capacity $C_{t o t}$ is approximated as a radial function with respect to $\boldsymbol{q}[k]$ as:

$$
\begin{equation*}
C_{t o t}[k] \approx W\left(\boldsymbol{p}^{\boldsymbol{T}}, k\right)-\zeta\left(\boldsymbol{p}^{\boldsymbol{T}}, k\right)\left\|\boldsymbol{q}[k]-\boldsymbol{S}_{\mathbf{0}}\left(\boldsymbol{p}^{\boldsymbol{T}}, k\right)\right\|^{2} \tag{10}
\end{equation*}
$$

where the substitutions $W\left(\boldsymbol{p}^{\boldsymbol{T}}, k\right), \zeta\left(\boldsymbol{p}^{\boldsymbol{T}}, k\right)$, and $\boldsymbol{S}_{\mathbf{0}}\left(\boldsymbol{p}^{\boldsymbol{T}}, k\right)$ are constants with respect to $\boldsymbol{q}[k]$ as presented in the proof.

## proof. Please see Appendix $B$

According to (10), the FlyBS achieves the maximum capacity at the location $\boldsymbol{S}_{\mathbf{0}}$. In addition, the sum capacity increases when the FlyBS's distance to $\boldsymbol{S}_{\mathbf{0}}$ decreases. This helps to derive the FlyBS's position for the constrained problem in (4) in following way. The FlyBS's position is updated to $\boldsymbol{S}_{\mathbf{0}}$ (as in (19)) if all constraints in (4) are fulfilled, i.e., if $\boldsymbol{S}_{\mathbf{0}}$ lies inside the feasibility region denoted by $\mathcal{R}_{f}$. Otherwise, $\boldsymbol{S}_{\mathbf{0}}$ lies outside of $\mathcal{R}_{f}$ and the optimal position of the FlyBS (optimal with respect to (10)) is, then, the closest point from $\mathcal{R}_{f}$ to $\boldsymbol{S}_{\mathbf{0}}$. If $\boldsymbol{S}_{\mathbf{0}}$ lies outside of $\mathcal{R}_{f}$, we refer to the derived spheres representing the constraints in (4) (i.e., $s p_{j}$ for $j \in[1, N+2]$, see Section III) to find the closest point from $\mathcal{R}_{f}$ to $S_{0}$ and we provide a geometrical solution to determine the FlyBS's position as follows (also demonstrated in Algorithm 1). Due to the compactness of $\mathcal{R}_{f}$, the closest point of $\mathcal{R}_{f}$ to $S_{0}$ lies on the boundary of $\mathcal{R}_{f}$ belonging also to the border of at least one of the $(N+2)$ spheres $s p_{j}$. The closest point from any sphere $s p_{j}$ to $\boldsymbol{S}_{\mathbf{0}}$ is determined by finding the intersection of $s p_{j}$ and the straight line connecting $\boldsymbol{S}_{\mathbf{0}}$ to the center of $s p_{j}$. Hence, we first find the closest point of each $s p_{j}$ to $\boldsymbol{S}_{\mathbf{0}}$ (corresponding to line 1 in Algorithm 1). Next, we derive all mutual intersections (circles) of each pair of spheres $s p_{j}$ and $s p_{k}$ and we find the closest point from each of the intersection circles to $\boldsymbol{S}_{\mathbf{0}}$ (line 2 in Algorithm 1- derivation steps not shown here to avoid cluttering, more details can be found in [24]). Similarly, we find the intersections of each sphere $s p_{j}(j \in[1, N+2])$ with each of the planes $z=H_{\text {min }}$ and $z=H_{\max }$ and then we find the closest points on those intersection circles to $\boldsymbol{S}_{\mathbf{0}}$ (lines 3 and 4 in Algorithm 1). After collecting all those closest points to $\boldsymbol{S}_{\mathbf{0}}$, we discard those collected points that do not fulfill all the conditions in (4) (line 5 in Algorithm 1). Last, in the remaining set of candidate points, the point with smallest distance to $S_{0}$ is the optimal position of the FlyBS (line 6 in Algorithm 1).

Once the FlyBS's position $\boldsymbol{q}$ is updated, the power allocation

```
Algorithm 1 Determination of the FlyBS positioning
Input: \(s p_{j}(j \in[1, N+2])\), and planes \(z=H_{\min }, z=H_{\text {max }}\)
\(\boldsymbol{\Lambda}=[]\) : set of closest points to \(\boldsymbol{S}_{\mathbf{0}}\) from the border of \(\mathcal{R}_{f}\)
    \(\boldsymbol{\Lambda} \leftarrow \boldsymbol{\Lambda} \cup \operatorname{argmin}_{\boldsymbol{A} \in s p_{j}}\left\|\boldsymbol{S}_{\mathbf{0}}-\boldsymbol{A}\right\|, \forall j\)
    \(\boldsymbol{\Lambda} \leftarrow \boldsymbol{\Lambda} \cup \operatorname{argmin}_{\boldsymbol{D} \in s p_{j} \cap s p_{k}}\left\|\boldsymbol{S}_{\mathbf{0}}-\boldsymbol{D}\right\|, \forall j, k\)
    \(\boldsymbol{\Lambda} \leftarrow \boldsymbol{\Lambda} \cup \operatorname{argmin}_{\boldsymbol{B} \in s p_{j} \cap z=H_{\text {min }}}\left\|\boldsymbol{S}_{\mathbf{0}}-\boldsymbol{B}\right\|, \forall j\)
    \(\boldsymbol{\Lambda} \leftarrow \boldsymbol{\Lambda} \cup \operatorname{argmin}_{\boldsymbol{C} \in s p_{j} \cap z=H_{\text {max }}}\left\|\boldsymbol{S}_{\mathbf{0}}-\boldsymbol{C}\right\|, \forall j\)
    \(\boldsymbol{\Lambda} \leftarrow \boldsymbol{\Lambda}-\left\{\boldsymbol{q} \in \boldsymbol{\Lambda} \mid \sim(4 \mathbf{b}) \vee q \notin \cap_{j=1}^{N+2} s p_{j},\right\}\)
    \(\boldsymbol{q} \leftarrow \operatorname{argmin}_{\boldsymbol{q} \in \boldsymbol{\Lambda}}\left\|\boldsymbol{S}_{\mathbf{0}}-\boldsymbol{q}\right\|\)
```

Output: FlyBS's position ( $\boldsymbol{q}$ )
$\boldsymbol{p}^{\boldsymbol{T}}$ is again optimized at the new $\boldsymbol{q}$. The updated $\boldsymbol{p}^{\boldsymbol{T}}$ would change the spheres $s p_{j}(j \in[1, N+2])$ and also $\boldsymbol{S}_{\mathbf{0}}$. Thus, the alternating optimization of $\boldsymbol{p}^{\boldsymbol{T}}$ and $\boldsymbol{q}$ continues until the FlyBS's displacement at some iteration falls below a given threshold $\epsilon$ or until the maximum number of iterations is reached. The complexity of finding the FlyBS's position at each time step is $O\left(N^{4}\right)$.

## V. Simulations and results

In this section, we present models and simulations adopted for a performance evaluation of the proposed solution, and we show gains of the proposal over state-of-the-art schemes.

## A. Simulation scenario and models

We assume an area with a size of $600 \times 600 \mathrm{~m}$. Within this area, 60 to 180 nodes are dropped. A half of the nodes move based on a random-walk mobility model with a speed of $1 \mathrm{~m} / \mathrm{s}$. The other half of the nodes are randomly distributed into six clusters of crowds. The centers of three of the clusters move at a speed of $1 \mathrm{~m} / \mathrm{s}$, where each node in those clusters moves with a uniformly distributed speed of $[0.6,1.4] \mathrm{m} / \mathrm{s}$ with respect to the center of each cluster. The centers of the other three clusters move at a speed of $1.6 \mathrm{~m} / \mathrm{s}$ with the speed of nodes uniformly distributed over $[1.2,2] \mathrm{m} / \mathrm{s}$ with respect to the center of cluster.

A total bandwidth of 100 MHz is selected [22]. Spectral density of noise is set to $-174 \mathrm{dBm} / \mathrm{Hz}$. The background interference is set to -100 dBm . We set $\alpha_{i}=2.4$ for all nodes. The allowed range for altitude of the FlyBS is $[100,300] \mathrm{m}$, and the maximum transmission power limit $P_{T X}^{\max }$ is 1 W [23]. A maximum speed of $25 \mathrm{~m} / \mathrm{s}$ is assumed for the FlyBS. The maximum allowed propulsion power consumption (according to (4a)) is set to $P_{p r, t h}=250 \mathrm{~W}$. Each simulation is of 1200 seconds duration. The results are averaged out over 100 simulation drops.

In addition to our proposal, we show the performance of the following state-of-the-art solutions: $i$ ) maximization of the minimum capacity of nodes (referred to as $M M C$ ) via the FlyBS's positioning and the transmission power allocation, published in [20], ii) allocation of the transmission power to maximize an energy efficiency introduced in [19] (referred to as $E E M$ ), $i i i$ ) allocation of the transmission power proposed in [19] extended with K-means-based positioning of the FlyBS, as the solution in [19] does not address the positioning; this approach is denoted as the extended $E E M$ ( $E E E M$ ).

## B. Simulation results

In this subsection, we present and discuss simulation results. Fig. 3 demonstrates the sum capacity versus number of nodes for $C_{i}^{\text {min }}=1 \mathrm{Mbps}$ for all nodes. The sum capacity decreases for larger numbers of nodes for all schemes, because the available bandwidth and the total transmission power is split among more nodes. However, our proposed solution enhances the sum capacity compared to state-of-the-art solutions $M M C$, $E E M$, and $E E E M$ by up to $26 \%, 43 \%$, and $22 \%$, respectively.


Fig. 3: Sum capacity vs. number of nodes for $C_{\min }=1 \mathrm{Mbps}$.


Fig. 4: Sum capacity vs. $C_{i}^{\text {min }}$ for $N=100$.


Fig. 5: Sum capacity vs. $C_{i}^{\text {min }}$ for $N=180$.

Figs. 4 and 5 show an impact of $C_{\min }$ on the sum capacity for $N=100$ and $N=180$, respectively. The maximum depicted $C_{i}^{\text {min }}$ represents the largest $C_{i}^{\text {min }}$ for which the feasible solution is found. Note that the value of $C_{i}^{\text {min }}$ in $M M C$ is not set manually, but it is directly derived by the scheme itself. For $N=100$ and $N=180$, the $E E M$ does not find a feasible solution for $C_{i}^{m i n}$ larger than 2.2 Mbps and 0.8 Mbps , respectively, due to a lack of positioning of the FlyBS. It is observed that the sum capacity decreases by $C_{i}^{\text {min }}$ in the proposed solution, EEM, and EEEM. This is because the increasing $C_{i}^{\text {min }}$ further limits the FlyBS's allowed movement according to (6) and, thus, the FlyBS can explore only a smaller feasibility region to optimize the sum capacity. The proposed solution enhances the sum capacity with respect to $M M C, E E M$, and $E E E M$ by up to $25 \%, 46 \%$, and $22 \%$, respectively, for $N=100$, and by up to $24 \%, 26 \%$, and $15 \%$, respectively, for $N=180$.

As our algorithm is iterative, we demonstrate its fast convergence in Figs. 6 and 7 by showing an evolution of the


Fig. 6: Convergence of the proposed scheme for $N=100$.
sum capacity over iterations of the FlyBS's positioning and the transmission power allocation. The state-of-the-art schemes are not iterative, thus, their sum capacity is constant. Still, the proposed solution converges very fast, in about three iterations. Moreover, even the first iteration leads to a notably higher sum capacity comparing to all state-of-the-art solutions. This confirms that iterative approach does not limit feasibility and practical application of the proposed solution.

## VI. Conclusions

In this paper, we have provided a geometrical solution maximizing the sum capacity via a positioning of the FlyBS and an allocation of the transmission power to the nodes, while the minimum required capacity to each node is guaranteed. We have shown that the proposed solution enhances the sum capacity by tens of percent compared to state-of-the-art works.

In the future work, a scenario with multiple FlyBSs should be studied along with related aspects, such as a management of interference among FlyBSs and an association of the nodes to the FlyBSs, should be addressed.

## Appendix A

Proof to Lemma 1
Proof. Using (5), the constraint (4a) is rewritten as:

$$
\begin{equation*}
Q_{i}^{-1} d_{i}^{\alpha_{i}}[k]\left(N_{i}+I\right)\left(2^{\frac{C_{i}^{m i n}}{B_{i}}}-1\right) \leq p_{i}^{T} \tag{11}
\end{equation*}
$$

Then, the necessary condition to fulfill (4e) is that:

$$
\begin{equation*}
\sum_{i=1}^{N} Q_{i}^{-1} d_{i}^{\alpha_{i}}\left(N_{i}+I\right)\left(2^{\frac{C_{i}^{\min }}{B_{i}}}-1\right) \leq p_{\max }^{T} \tag{12}
\end{equation*}
$$

To derive an explicit form of (12) in terms of the FlyBS's position, we adopt the following inequality derived from linear Taylor approximation with respect to arbitrary $x$ and for $\eta \geq 1$ :

$$
\begin{equation*}
(a+x)^{\eta} \geq(a+\tau e \omega)^{\eta}+\eta(e+\tau e \omega)^{\eta-1}(x-\tau a \omega) \tag{13}
\end{equation*}
$$

where $\tau=\left\lfloor\frac{x}{a \sigma}\right\rfloor$, and $\sigma$ is the approximation parameter such that choosing a smaller $\sigma$ incurs a smaller error. Hence, the approximation error and, thus, the gap to the optimal solution can be set arbitrarily close to zero by adopting a small enough $\sigma$. Using (13), for the left-hand side in (12) we write:

$$
\begin{gather*}
\sum_{i=1}^{N} Q_{i}^{-1} d_{i}^{\alpha_{i}}\left(N_{i}+I\right)\left(2^{\frac{C_{i}^{m i n}}{B_{i}}}-1\right)=\sum_{i=1}^{N} Q_{i}^{-1}\left(N_{i}+I\right) \times \\
\left(2^{\frac{C_{m}^{m i n}}{B_{i}}}-1\right) \times\left(\left(X-x_{i}\right)^{2}+\left(Y-y_{i}\right)^{2}+\left(H-z_{i}\right)^{2}-H_{\min }^{2}\right. \\
\left.+H_{m i n}^{2}\right)^{\frac{\alpha_{i}}{2}} \geq \sum_{i=1}^{N} Q_{i}^{-1}\left(N_{i}+I\right)\left(2^{\frac{C_{i}^{m i n}}{B_{i}}}-1\right) \times\left(\mu_{i}^{\frac{\alpha_{i}}{2}}-\right. \\
\frac{\kappa_{i} \sigma \alpha_{i}}{2} \times \mu_{i}^{\frac{\alpha_{i}}{2}-1} H_{m i n}^{2}+\left(X^{2}+x_{i}^{2}-2 X x_{i}+Y^{2}+y_{i}^{2}-\right. \\
\left.\left.2 Y y_{i}+H^{2}+z_{i}^{2}-2 H z_{i}-H_{m i n}^{2}\right) \frac{\alpha_{i}}{2 \mu_{i}^{-\frac{\alpha_{i}}{2}+1}}\right)= \\
\left(\sum_{i=1}^{N} \iota_{i}\right)\left\|\boldsymbol{q}[k]-\boldsymbol{\theta}_{\mathbf{0}}\left(\boldsymbol{p}^{\boldsymbol{T}}, k\right)\right\|^{2}+\chi \tag{14}
\end{gather*}
$$

where

$$
\begin{gather*}
\kappa_{i}= \\
\left.\iota_{i}=\frac{\left\|\boldsymbol{q}[k]-\boldsymbol{v}_{i}\right\|^{2}-H_{\min }^{2}}{H_{\min }^{2} \sigma}\right\rfloor, \mu_{i}^{-1}\left(N_{i}+I\right)\left(2^{\frac{C_{i}^{m i n}}{B_{i}}}-1\right) \alpha_{i} \mu_{i}^{2}\left(1+\kappa_{i} \sigma\right) \tag{15}
\end{gather*}
$$

and

$$
\begin{gather*}
\chi=-\sum_{i=1}^{N} \iota_{i}\left(x_{i}^{2}+y_{i}^{2}+z_{i}^{2}\right)+ \\
\frac{\left(\sum_{i=1}^{N} \iota_{i} x_{i}\right)^{2}+\left(\sum_{i=1}^{N} \iota_{i} y_{i}\right)^{2}+\left(\sum_{i=1}^{N} \iota_{i} z_{i}\right)^{2}}{\sum_{i=1}^{N} \iota_{i}}+ \\
\sum_{i=1}^{N} Q_{i}^{-1}\left(N_{i}+I\right)\left(2^{\frac{C_{i}^{m i n}}{B_{i}}}-1\right)\left(\mu_{i}^{\frac{\alpha_{i}}{2}}-\frac{\kappa_{i} \sigma \alpha_{i}}{2} \mu_{i}^{\frac{\alpha_{i}}{2}-1} H_{m i n}^{2}\right) \tag{16}
\end{gather*}
$$

Then, by incorporating (12) and the right-hand side in (14), Lemma 1 is proved.

## Appendix B

## Proof to Lemma 2

Proof. We use the following linear approximation (with respect to $\Gamma$ ) for arbitrary values of $\Delta$ and $\Gamma$ :

$$
\begin{equation*}
\log _{2}(\Delta+\Gamma) \approx \frac{1}{\ln (2)}\left(\ln (\Delta+\Delta \mathrm{s} \xi)+\frac{\Gamma-s \Delta \xi}{\Delta(1+s \xi)}\right) \tag{17}
\end{equation*}
$$

where $s=\left\lfloor\frac{\Gamma}{\Delta \xi}\right\rfloor$. Note that the approximation error can be set arbitrarily close to zero by choosing small enough $\xi$.

By taking $\frac{p_{i}^{T}}{Q_{i} d_{i} \alpha_{i}\left(N_{i}+I\right)}$ as $\Gamma$ in (17), the sum capacity is rewritten as:

$$
C_{t o t}[k]=\sum_{i=1}^{N} B_{i} \log _{2}\left(1+\frac{Q_{i} p_{i}^{T}}{d_{i}^{\alpha_{i}}\left(N_{i}+I\right)}\right) \approx
$$

$$
\begin{align*}
& \sum_{i=1}^{N} \frac{B_{i} p_{i}^{T}\left(\left(X-x_{i}\right)^{2}+\left(Y-y_{i}\right)^{2}+\left(H-z_{i}\right)^{2}-H_{\min }^{2}+H_{\min }^{2}\right)^{\frac{-\alpha_{i}}{2}}}{Q_{i}^{-1}\left(1+s_{i} \xi\right)\left(N_{i}+I\right) \ln (2)} \\
& \quad+\sum_{i=1}^{N} \frac{B_{i}}{\ln (2)}\left(\ln \left(1+s_{i} \xi\right)-\frac{s_{i} \xi}{1+s_{i} \xi}\right) \approx \\
& \begin{array}{l}
\sum_{i=1}^{N} \frac{B_{i} Q_{i} p_{i}^{T}}{\left(1+s_{i} \xi\right)\left(N_{i}+I\right) \ln (2)} \times\left(\mu_{i}^{\frac{\alpha_{i}}{2}}+\frac{\kappa_{i} \sigma \alpha_{i}}{2} \mu_{i}^{\frac{\alpha_{i}}{2}-1} H_{\min }^{2}-\frac{\alpha_{i} \mu_{i}^{\frac{\alpha_{i}}{2}-1}}{2}\right. \\
\left.\times\left(X^{2}+x_{i}^{2}-2 X x_{i}+Y^{2}+y_{i}^{2}-2 Y y_{i}+H^{2}+z_{i}^{2}-2 H z_{i}-H_{m i n}^{2}\right)\right) \\
\quad+\sum_{i=1}^{N} \frac{B_{i}}{\ln (2)}\left(\ln \left(1+s_{i} \xi\right)-\frac{s_{i} \xi}{1+s_{i} \xi}\right)=W\left(\boldsymbol{p}^{\boldsymbol{T}}, k\right)-\left(\sum_{i=1}^{N} \varphi_{i}\right) \times((
\end{array} \\
& \left.\left.X-\left(\frac{\sum_{i=1}^{N} \varphi_{i} x_{i}}{\sum_{i=1}^{N} \varphi_{i}}\right)\right)^{2}+\left(Y-\left(\frac{\sum_{i=1}^{N} \varphi_{i} y_{i}}{\sum_{i=1}^{N} \varphi_{i}}\right)\right)^{2}+\left(H-\left(\frac{\sum_{i=1}^{N} \varphi_{i} z_{i}}{\sum_{i=1}^{N} \varphi_{i}}\right)\right)^{2}\right) \\
& \quad=W\left(\boldsymbol{p}^{\boldsymbol{T}}, k\right)-\zeta\left(\boldsymbol{p}^{\boldsymbol{T}}, k\right)\left\|\boldsymbol{q}[k]-\boldsymbol{S}_{\mathbf{0}}\left(\boldsymbol{p}^{\boldsymbol{T}}, k\right)\right\|^{2},
\end{align*}
$$

where

$$
\begin{equation*}
\boldsymbol{S}_{\mathbf{0}}\left(\boldsymbol{p}^{\boldsymbol{T}}, k\right)=\left[\frac{\sum_{i=1}^{N} \varphi_{i} x_{i}}{\sum_{i=1}^{N} \varphi_{i}}, \frac{\sum_{i=1}^{N} \varphi_{i} y_{i}}{\sum_{i=1}^{N} \varphi_{i}}, \frac{\sum_{i=1}^{N} \varphi_{i} z_{i}}{\sum_{i=1}^{N} \varphi_{i}}\right] \tag{19}
\end{equation*}
$$

and

$$
\begin{gather*}
W\left(\boldsymbol{p}^{\boldsymbol{T}}, t_{k}\right)=\frac{\left(\sum_{i=1}^{N} \varphi_{i} x_{i}\right)^{2}+\left(\sum_{i=1}^{N} \varphi_{i} y_{i}\right)^{2}+\left(\sum_{i=1}^{N} \varphi_{i} z_{i}\right)^{2}}{\sum_{i=1}^{N} \varphi_{i}} \\
-\sum_{i=1}^{N} \varphi_{i}\left(x_{i}^{2}+y_{i}^{2}+z_{i}^{2}\right)+\sum_{i=1}^{N} \frac{B_{i} Q_{i} p_{i}^{T}}{\left(1+s_{i} \xi\right)\left(N_{i}+I\right) \ln (2)} \times \\
\left(\mu_{i}^{-\frac{\alpha_{i}}{2}}+\frac{\kappa_{i} \alpha_{i} \sigma H_{\min }^{2} \mu_{i}^{-1-\frac{\alpha_{i}}{2}}}{2}+\frac{\alpha_{i} \mu_{i}^{\frac{\alpha_{i}}{2}-1}}{2} H_{\min }^{2}\right)+ \\
s_{i}=\left\lfloor\frac{Q_{i} p_{i}^{T}}{\sigma\left(N_{i}+I\right) d_{i}^{\alpha_{i}}}\right\rfloor, \quad \varphi_{i}=\frac{Q_{i} B_{i} p_{i}^{T} \alpha_{i} \mu_{i}^{-1-\frac{\alpha_{i}}{2}}}{2\left(N_{i}+I\right)\left(1+s_{i} \xi\right) \ln (2)}, \\
\zeta\left(\boldsymbol{p}^{\boldsymbol{T}}, t_{k}\right)=\sum_{i=1}^{N} \varphi_{i} .
\end{gather*}
$$

This proves Lemma 2.
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