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ABSTRACT

In the field of face recognition and verification, the practice
of face frontalization is conventionally regarded as a standard
technique. However, traditional frontalization methods often
manipulate original facial images, relying on symmetric cues
or data distributions from machine learning model training,
which may lead to the distortion of genuine facial features.
To tackle these challenges, this paper presents AlignFace, a
novel face normalization algorithm specifically designed for
preprocessing in the context of face verification. Distinct
from existing methods, AlignFace uniquely aligns head pose,
expression, and illumination conditions between image pairs.
This is achieved by estimating these parameters in one image
and reconstructing the other to correspond, all while meticu-
lously preserving each image’s distinct identity features. Such
an approach not only ensures a more authentic representation
of facial characteristics but also maintains the integrity of real
features in one of the images. Our extensive experimental
evaluations, conducted on benchmark datasets such as LFW,
CFP, AgeDB, and IJB-B, underscore the effectiveness of
AlignFace. The comparative analysis with existing methods
demonstrates its state-of-the-art performance, highlighting
substantial advancements in face verification accuracy. For
further research and replication, the code for our method is ac-
cessible at: https://github.com/SaharHusseini/ALIGNFACE.

Index Terms— Face verification, Normalization, 3DMM

1. INTRODUCTION

Face Verification (FV) has gained significant attention due to
its great potential value in practical applications such as ac-
cess control and video surveillance. Recent progress in face
verification heavily depends on the utilization of deep Convo-
lutional Neural Networks (CNNs), consistently showcasing
notable accuracy that frequently exceeds human-level perfor-
mance. In face verification models, where two images are
used as input, effectiveness is indeed influenced by several
factors, including scene illumination during image capture,
camera parameters, image quality, alterations in facial expres-
sions, and changes in the head pose of the subjects. Hence,
it is crucial to direct the model’s focus exclusively towards

distinctive features crucial for individual recognition while
neglecting extraneous elements. For this purpose, diverse
strategies have been investigated, falling into two primary cat-
egories: incorporating image quality-related factors, such as
head pose and illumination, into the loss function [1]. The
other approach focuses on the implementation of preprocess-
ing techniques to normalize elements such as head pose and
expression [2], and to address variations in illumination [3].

Recent advancements, focusing on enhancing perfor-
mance through improved loss functions, often involve the
incorporation of margin-based loss functions [4], with the
primary objective of minimizing intra-class variation and
maximizing inter-class distinction. A widely adopted margin-
based loss function is ArcFace [5], which introduces an an-
gular margin term into the standard softmax classification
loss, significantly enhancing class separability. Nevertheless,
recent investigations have pointed out that ArcFace exhibits a
degree of quality-agnostic behavior, leading to instability in
within-class distributions [1]. To address these challenges and
improve performance, AdaFace [4] integrates image quality
information into the loss function.

In parallel, another crucial technique for improving face
verification is face normalization. This involves synthesiz-
ing and transforming a face with arbitrary pose, illumination,
and expression into a desired pose, balanced illumination, and
neutral expression to enhance recognition. Through the nor-
malization of images to a shared representation, the model is
enabled to concentrate its discriminative capacity on the in-
trinsic characteristics of individuals, thereby fostering more
reliable and accurate face verification outcomes.

Normalization of face pose is widely adopted in the field,
typically with the desired pose specified as frontal [6]. In [7],
a combination of a 3D Morphable Model (3DMM) and a Gen-
erative Adversarial Network (GAN) is employed to gener-
ate frontal face images from input profile images. Likewise,
in [2], face frontalization is accomplished entirely through a
Generative Adversarial Network (GAN). The DVN [8] uti-
lizes two layers of dual-view generators to normalize a face
in dual views - one in frontal view and the other in a yaw 45°
side view. MVN [6] is designed to learn the transformation
from an input set to seven output sets, encompassing seven
face poses from 0° to 90° in yaw with a 15° interval, utilizing



Fig. 1: Overview of Face Normalization by AlignFace: For each image, 3DMM coefficients, including identity (α), expres-
sion (β), texture (τ ), illumination (γ), and head pose (p) are extracted using the R-Net model. The image xb is then normalized
to produce xb′ , aligning its expression, head pose, and lighting conditions with those of xa. During normalization process xb′ ’s
identity and texture coefficients are iteratively updated (n iterations) while keeping the parameters of the FR and R-Net models
frozen. Although images generated as xb′ closely follow the distribution of real images, discrepancies might exist between
the distributions of generated xb′ and real faces xa. To ensure accuracy at the face verification phase, the FR model used for
extracting face embeddings for xb′ is fine-tuned, denoted as FR∗. xa and xb′ represent different identities.

seven generators. However, transferring faces to specific head
poses is not always advisable due to several reasons:

• Training Data Distribution: The majority of the train-
ing data may not be centered within the frontal pose range
and could be distributed across various angles. As illus-
trated in the DVN [8] framework, the face encoder exhibits
greater expertise with faces within a 45° range, reflect-
ing the predominant distribution of training data in their
database. Therefore, to ensure effective of face verifica-
tion in diverse scenarios, it is essential not to exclusively
rely on normalization at specific poses, as optimal results
may vary.

• Photo-Realism and Texture Loss: Generated frontalized
(or at any other specific degree) face images from GANs
may lack photo-realism and exhibit artifacts and texture
loss, especially in occluded regions. Counterfeiting fea-
tures in synthetic generated images may degrade recogni-
tion performance. For example, if a particular facial fea-
ture, such as a birthmark or mole, is obscured in the orig-
inal image and remains ungenerated by the GAN model
during frontalization, while being visible in the second im-
age, the face verification model may incorrectly categorize

these two images as representing different identities.

The reasons mentioned above could also be applicable to the
normalization of illumination, expression, and other extrane-
ous elements.

In this paper, we introduce an innovative normalization al-
gorithm designed for preprocessing input images in the con-
text of face verification. Diverging from conventional meth-
ods, our approach places a distinctive emphasis on achieving
consistency in head pose, expression, and illumination con-
ditions between two images, avoiding an exclusive focus on
the normalization of extraneous elements at specific values.
Specifically, our methodology involves estimating the head
pose, expression, and illumination conditions in one image,
followed by the reconstruction of the second image to align
with the same head pose, expression, and illumination condi-
tions while preserving its own unique identity features. This
ensures the constancy of real features in one of the images,
providing a more authentic representation of the facial distri-
bution. By adopting this approach, our algorithm allows the
verification process to concentrate solely on identity evalua-
tion, unaffected by variations in non-essential extraneous and
synthesized features. This refined focus contributes to a more
accurate and reliable assessment of facial identity in face ver-



ification scenarios.
This paper is organized as follows: Section 2 offers an

overview of related work. In Section 3, we present our pro-
posed face normalization algorithm. Section 4 covers the ex-
perimental setup and the results. Finally, Section 5 summa-
rizes the conclusion of our study.

2. RELATED WORK

In recent years, deep neural networks have shown notable suc-
cess in face verification. The State-of-The-Art (SoTA) meth-
ods aim to map each face image to a latent space represen-
tation that is closely associated with the individual’s identity,
clustering representations of the same person together. Chal-
lenges arise when face images contain uncertainty, making
learned representations unreliable and error-prone. Moreover,
variations in extraneous elements between image pairs can
lead to the loss of crucial identity information, resulting in
images that cannot be identified.

Early research investigated into various loss functions,
including contrastive loss [9], triplet loss [10]. However,
a notable transformation has taken place more recently, as
researchers have shifted their focus towards optimizing loss
functions to reduce the demand for extensive training data.
Central to these innovative methods is the adoption of margin-
based softmax loss functions for training Face Recognition
(FR) models. The incorporation of a margin is crucial in
these loss functions, as it empowers the learned features to
become more discerning and discriminative. Pioneering con-
tributions to this field include SphereFace [11], CosFace [12],
and ArcFace [5], each introducing distinct variations of mar-
gin functions. However, these loss functions share a common
limitation: they rely on fixed margin values that do not ac-
count for inherent variations, such as differences in image
quality, within the same class. This limitation has prompted
the development of solutions based on adaptive margin loss.
MagFace [1] incorporates the quality of a face image sample,
into the margin calculation which aims to concentrate high-
quality samples in a compact region around the class centers
and the low quality samples further from the class center.
This approach helps prevent the algorithm from overly em-
phasizing noisy or difficult samples, which could otherwise
compromise its effectiveness and lead to overfitting.

In addition to refining loss functions, numerous studies
have focused on optimizing input images before they are fed
into the FV model or subjected to feature extraction. A cru-
cial preprocessing step in this regard is face normalization,
which addresses various aspects, including illumination, ex-
pression, and head pose normalization. Illumination normal-
ization seeks to reduce the impact of lighting conditions on
facial appearance, ensuring that the texture and color of the
face remain consistent [3, 13, 14]. On the other hand face
frontalization is aimed at transforming facial images into a
frontal view, even in the presence of potential occlusions. In

recent years, deep learning-based solutions [2, 7, 15] have ad-
dressed both face frontalization and neutralization of facial
expressions, leveraging the capabilities of neural networks.
Despite showcasing promising synthesis quality, these meth-
ods encounter challenges in preserving face identity details,
especially in scenarios with substantial pose variations.

R-Net: In this paper, we employ R-Net [16], a CNN-
based model, to perform 3D face reconstruction from a single
image. This model is trained using a hybrid-level loss func-
tion that seamlessly integrates both low-level and perception-
level information, enhancing its reconstruction capabilities.
The model’s strength lies in its robustness in handling chal-
lenges such as occlusion and extreme poses. It achieves this
robustness by incorporating a skin color-based photometric
error attention strategy, making it adaptable to scenarios with
occlusions and other intricate appearance variations, such as
beards and heavy makeup. The backbone of this model is the
ResNet-50 network, which plays a crucial role in regressing
the 3D Morphable Model (3DMM) coefficients required for
accurate 3D reconstruction.

3. METHODOLOGY

In face verification, a pair of images {xa, xb} ⊂ X is exam-
ined using a face recognition model denoted as f(x) : X →
Rd. This model extracts feature embeddings from the faces
in the images, placing them in the Rd space. The similarity
between a pair of images can be commonly calculated using
the cosine similarity formula:

J(f(xa), f(xb)) =
f(xa) · f(xb)

∥f(xa)∥ · ∥f(xb)∥
(1)

where ⟨·, ·⟩ represents the inner product of the vectors.
The function J denotes the cosine similarity between the fea-
ture embeddings of xa and xb, with values ranging from 0 to
1. The prediction for face verification is formulated as:

C(xa, xb) =

{
1 if J(f(xa), f(xb)) ≥ δ

0 otherwise
(2)

Here, δ represents the threshold. When C(xa, xb) equals 1,
the two images are considered to depict the same identity;
otherwise, they represent different identities.

3.1. 3D Face Model reconstruction

Given a facial image, denoted as x, R-Net model [16] is em-
ployed to regress the 3D Morphable Model (3DMM) coef-
ficients denoted as α ∈ R80, β ∈ R64, and τ ∈ R80 corre-
sponding to the image x. Once these coefficients are obtained,
the 3D face shape (S) and texture (T) can be represented by
an affine model:

S = S(α, β) = S̄ +Bidα+Bexpβ

T = T (δ) = T̄ +Btexτ
(3)



where S̄ and T̄ denote the averages of face shape and texture,
while Bid, Btex, and Bexp represent the Principal Compo-
nent Analysis (PCA) bases of identity, texture, and expres-
sion, respectively. The values of S̄, T̄ , Bid, and Btex are de-
rived from the well-established 2009 Basel Face Model [17]
and the expression bases Bexp are sourced from [18], which
constructed using data from Face-Warehouse [19]. Further-
more, the R-Net model regresses the illumination coefficients
γ ∈ R9, and the head pose p ∈ R6.

With access to both the facial texture and shape, we are
able to represent the complete 3D mesh model of the face as
Msh = (S, T ), where S ∈ Rn×3 represents the XYZ coor-
dinates of n vertices, and T ∈ Rn×3 corresponds to the RGB
values of these vertices [20].

3.2. Proposed Method

The face verification system operates on a pair of facial im-
ages as its input. In environments without constraints, these
images may exhibit variations in head pose, facial expres-
sions, and lighting conditions, thereby significantly impact-
ing the system’s performance. To effectively tackle this chal-
lenge, we propose a dedicated pipeline designed specifically
for face verification, as illustrated in Figure 1. Our primary
objective is to normalize one of the faces within the pair, en-
suring alignment in terms of head pose, expression, and illu-
mination. This normalization process optimizes the system’s
workload, enabling it to concentrate exclusively on identity
verification. Specifically, given an image pair, our methodol-
ogy entails selecting one image, denoted as xa, which pos-
sesses a head pose closest to the frontal pose, to serve as the
reference. Subsequently, the second image, xb, undergoes
normalization to become xb′ , aligning its expression, head
pose, and lighting condition with those of the original image
xa. To achieve this, we follow these steps:

• Utilize the R-Net to extract 3DMM coefficients for both
provided images. As face verification models exhibit more
sensitivity to pose variations than to scene illumination
and facial expression [7], we specifically focus on the head
pose coefficient p. An image with the closest deviation
from the frontal pose is denoted as xa, while the second
image xb undergoes normalization. The coefficients for
these image pairs are as follows:

xa : {αa, βa, τa, γa, pa}, xb : {αb, βb, τb, γb, pb}

• To reconstruct the 3D face model xb with the same illumi-
nation, head pose, and expression as xa, we initialize the
3D mesh model using the following coefficients:

{α[0]
b′ , β

[0]
b′ , τ

[0]
b′ , γ

[0]
b′ , p

[0]
b′ } ← {αb, βa, τb, γa, pa}

• Since the regressed 3DMM coefficients are all differen-
tiable, we employ Lf = −J(f(xb′), f(xb)) as loss func-
tion and update coefficients αb′ , τb′ for n iterations. The

objective function can be expressed as:

min
αb′ ,τb′

Lf (xb′ , xb) (4)

where,

xb′ = M ⊙ xr + (1−M)⊙ xa (5)

and xr, M are computed using the rendering function
R(S̄+Bidαb′+Bexpβa, T̄+Btexτb′ , γa, pa). The symbol
⊙ denotes element-wise multiplication, and R represents
the rendering function, which takes into consideration
factors such as camera position and illumination. The
variable M signifies the binary mask used in this process.

• After successfully reconstructing xb′ , the next step in-
volves conducting face verification between the image
pair xa and xb′ using a trained FR model as a feature
extractor and computing the cosine distance between their
feature vectors. Models such as ArcFace [5], MagFace [1],
or AdaFace [4] can be employed for this purpose, consid-
ering that our algorithm serves as a face normalization
tool.

• The images generated as xb′ follow the distribution of real
images; however, FR models are typically trained on real
datasets, and a potential discrepancy may exist between
the distributions of generated xb′ and real faces xa. To en-
sure result precision, we created a training dataset normal-
ized by our proposed normalization tool. Subsequently,
we fine-tuned the selected FR model with the generated
xb′ data, denoted as FR∗.

• After completing the fine-tuning process, the face recogni-
tion models FRa and FR∗ are employed to extract feature
embeddings from xa and xb′ , followed by computing the
cosine similarity distance between these embeddings.

4. EXPERIMENTAL EVALUATION

4.1. Datasets

In our experiment, the MS1M-V2 dataset [5], containing 5.8
million images and 85,000 identities, was utilized to fine-tune
face recognition model. For the evaluation purposes, we se-
lected four widely recognized unconstrained face verification
benchmarks, namely Labeled Faces in the Wild (LFW) [21],
Celebrities in Frontal-Profile (CFP) [22], AgeDB [23], and
IARPA Janus Benchmark-B (IJB-B) [24] dataset. The LFW
dataset comprises 13,233 facial images from 5,749 individu-
als, showcasing various poses, facial expressions, and light-
ing conditions. The CFP dataset, with 7,000 facial images,
emphasizes extreme head poses, such as profiles, leading to
significant occlusion. AgeDB, consisting of 16,516 images,
focuses on age-related variations. The IJB-B dataset features
21.8K still images and 55K frames from 7,011 videos, repre-
senting 1,845 subjects with diverse qualities. All images are
resized to 112× 112 dimensions before the verification step.



Fig. 2: AlignFace Efficacy in Normalizing Pose, Expression, and Illumination. Displayed are the original image xa, the
comparative image xb, and AlignFace’s reconstructed image xb′ . This demonstrates AlignFace’s ability to effectively transfer
the extraneous conditions of xa to xb while preserving the unique identity features in xb. Note that in the examples on the left,
the identities are the same, whereas in the examples on the right, the identities are different.

4.2. Face normalization

We employ a PyTorch implementation of R-Net [16] to ac-
quire the 3DMM coefficients for image pairs. Within our
pipeline, the FR encoder model is utilized to extract feature
embeddings from both xb and xb′ . It’s important to note that
the FR model is pretrained and fixed under the normalization
framework. Since the entire pipeline, including the render-
ing procedure, is differentiable, xb′ can be iteratively updated
through backpropagation on the low-dimensional identity (α)
and texture (β) coefficients of the 3DMM. We set the number
of iterations to N = 300, the learning rate to α = 1.5, and
the decay factor to µ = 1. This iterative process results in the
reconstruction of xb, aligning its expression, head pose, and
lighting conditions with those of the image xa while preserv-
ing its unique identity features.

4.3. Face verification models

In our experiments, we benchmark and utilize the encoders
of two SoTA face recognition models: MagFace [1] and
AdaFace [4], to serve as facial feature extractors. We
employed the official implementations of MagFace and
AdaFace, both utilizing ResNet100 backbones trained on
the MS1M-V2 dataset. The encoder used for xa feature
extraction does not require fine-tuning. However, since a
potential discrepancy may exist between the distributions
of generated xb′ and real faces, on which the original face

recognition models are trained, we ensure result precision by
creating a training dataset. This dataset, normalized using our
proposed normalization tool and derived from MS1M-V2,
serves as the basis for fine-tuning the selected FR model. The
fine-tuned model, denoted as FR∗ in Figure 1, is trained with
the generated xb′ datatype. The fine-tuning process follow
the same parameters and instructions specified in the official
implementation.

4.4. Comparisons with state-of-the-art methods

To assess the efficacy of our proposed method, we conducted
a comprehensive comparative analysis with SoTA methods.
The results, encompassing 1:1 verification accuracy for LFW,
CFP, and AgeDB, as well as TAR@FAR=0.01% for the IJB-B
dataset, are showcased in Table 1. Notably, all models fea-
tured in this table were trained utilizing the MS1M-V2 dataset
and the ResNet100 backbone. In our evaluation, we incor-
porated our novel normalization method as a preprocessing
step for two specific models: AdaFace and MagFace. These
modified models are referred to as ”AlignFace+MagFace”
and ”AlignFace+AdaFace,” respectively. The results pre-
sented in Table 1 for the LFW, CFP, and AgeDB datasets
demonstrate that, although face verification performance is
approaching saturation on these benchmarks, our proposed
enhancements have yielded significant improvements. How-
ever, this increased accuracy results in higher processing
times and resource consumption.



Table 1: Comparative analysis on benchmark datasets: Accuracy metrics for 1:1 verification are presented for LFW, CFP,
and AgeDB datasets. For the IJB-B dataset, we report the TAR@FAR=0.01%. Red: best, blue: second-best.

Method
Dataset

LFW [21] CFP [22] AgeDB [23] AVG IJB-B [24]

LFW CosFace [12] 99.81 98.12 98.11 98.68 94.80
ArcFace [5] 99.83 98.27 98.28 98.79 94.25

MV-Softmax [25] 99.80 98.28 97.95 98.68 93.60
MagFace [1] 99.83 98.46 98.17 98.82 94.51
AdaFace [4] 99.82 98.49 98.05 98.79 95.67

R-Net α coefficient 92.76 84.65 87.25 86.22 87.13
R-Net α coefficient after normalization 97.46 95.32 94.11 95.63 93.46

AlignFace+MagFace 99.82 98.73 98.33 99.29 94.46
AlignFace+AdaFace 99.82 98.85 97.95 98.87 96.02

In particular, on the CFP benchmark, the incorpora-
tion of our normalization technique with MagFace (denoted
as AlignFace+MagFace) led to an improvement in perfor-
mance by 0.24% in accuracyn compared to the previous best
method. Additionally, when combined with AdaFace (Align-
Face+AdaFace), there was a further increase of 0.36% in
accuracy, thereby exceeding the capabilities of the previously
established best-performing method. This improvement can
be attributed to the distinct advantages of our normalization
method in minimizing head pose differences between im-
age pairs. This is particularly significant in the CFP dataset,
which comprises images with both frontal and profile head
poses.

The results from the IJB-B dataset indicate that the in-
tegration of AlignFace with AdaFace (AlignFace+AdaFace)
yields a 0.36% increase in performance compared to using
AdaFace alone. The IJB-B dataset is specifically designed
to incorporate low-quality images within its validation pro-
tocol. The improvement underscores our algorithm’s robust-
ness with varying image qualities. Additionally, the average
values (AVG) presented in Table 1 indicate that the accuracy
for the LFW, CFP, and AgeDB datasets generally improves
when our normalization method is incorporated, further val-
idating the efficacy of our approach. Figure 2 highlights the
efficacy of the proposed method in normalizing faces in sce-
narios with variations in pose, expression, and illumination
between input pairs.

4.5. Ablation Study

Assessment of Verification Accuracy via 3DMM Identity
Coefficients: To assess verification accuracy using 3DMM
identity coefficients, we conducted an ablation analysis in
this study. We compared the identity coefficients directly
extracted from the input pairs using the R-Net, labeled as
‘R-Net α coefficient’ in Table 1, with those coefficients post-
normalization, termed ‘R-Net α coefficients after normaliza-
tion’. Initial results indicated that the verification accuracy
with ‘R-Net α coefficients’ was lower than that of SoTA

methods. Nevertheless, upon updating these coefficients to
derive xb′ (‘R-Net α coefficients after normalization’), a
significant improvement was observed. It is crucial to note
that even with the enhanced coefficients from the R-Net
post-normalization, the verification accuracies did not exceed
those of SoTA methods. The further improvement was ob-
served only after processing the normalized faces, utilizing
optimized identity coefficients, through the FR model for fea-
ture embedding. This advancement can be attributed to the
training of FR models (such as AdaFace) and the evolution of
margin-based loss functions, which have markedly increased
the discriminative power of face embeddings.

5. CONCLUSION

Our proposed solution, AlignFace, introduces a novel ap-
proach to face normalization, specifically designed for pre-
processing input images within the context of face verifi-
cation. AlignFace stands out by focusing on aligning head
pose, expression, and illumination conditions between two
images. It proficiently estimates these conditions in one
image and reconstructs the other to match, while carefully
preserving the unique identity features of each image. This
method ensures the preservation of genuine facial features in
one image, providing a more accurate representation of facial
characteristics. Our experimental results underscore Align-
Face’s superiority over existing state-of-the-art methods in
face verification across multiple benchmark datasets.
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