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Abstract

In recent years, the estimation of biometric parameters from facial visuals, includ-
ing images and videos, has emerged as a prominent area of research. However,
the robustness of deep learning-based models is challenged, particularly in the
presence of changing illumination conditions. To overcome these limitations and
unlock new opportunities, thermal imagery has arisen as a viable alternative.
Nevertheless, the limited availability of databases containing thermal data and
the small amount of annotations on them limits the exploration of this spec-
trum. Motivated by this gap, this paper introduces the Label-EURECOM Visible
and Thermal (LVT) Face Database for face biometrics. This pioneering database
includes paired visible and thermal images and videos from 52 subjects along
with metadata of 22 soft biometrics and health parameters. Due to the reduced
number of existing databases in this domain, the LVT Face Database aims to facil-
itate further research and advancements in the utilization of thermal imagery for
diverse eHealth applications and soft biometric estimation. Moreover, we present
the first comparative study between visible and thermal spectra as input images
for soft biometric estimation, namely gender age and weight, from face images
on our collected database.
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1 Introduction

Facial processing from visual content has gained significant attention in recent years,
as the estimation of soft biometrics from faces has been proven important to support
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various biometric systems [1, 2]. Moreover, remote estimation of health parameters
from facial multimedia offers a non-invasive contactless estimation for assessing a
subject’s health status, with applications ranging from medical emergencies and road
accidents to at-home daily monitoring and telehealth.

Automatic face recognition has consistently been one of the most active research
areas of computer vision [3]. Beyond people identification, the estimation of soft bio-
metric traits such as gender and age, has been established in the literature. Moreover,
a vast amount of soft biometrics and health information belonging to a subject has
been proved to be embedded in face visuals [4]. The estimation of health indicators
such as height, weight and Body Mass Index (BMI) from a single facial shot, has
been explored in the literature by training a regression method based on the 50-layer
ResNet-architecture [5]. Beyond physical attributes, researchers have extracted the
called micro-signals from faces, information that has played important roles in media
security and forensics [6]. The concept of remote photoplethysmography (rPPG) has
evolved over the past fifteen years, utilizing the fact that blood absorbs more light
than ambient tissues therefore subtle changes in blood volume can be captured by
cameras based on the above-mentioned light absorption. This has allowed for remote
photoplethysmography (rPPG). Research has shown how a mobile phone camera has
enough resolution to capture rPPG signal from faces leading to a successful Heart
Rate (HR) estimation [7]. Following the same principle, recent works have success-
fully approximated the Blood Pressure (BP) of a subject thanks to the difference
between the times a pulse wave reaches two different parts of the face [8]. More recent
investigations employ Convolutional Neural Networks (CNN) to compute the ratio
of oxygenated to total hemoglobin (SpO2) from facial videos, considering direct and
alternating current components extracted from RGB facial videos [9].

Facial processing models have traditionally based their estimations on images
acquired in the visible spectrum. Despite these networks reaching a significant level
of maturity with practical success, deep learning approaches relying on data from the
visible spectrum are affected by compromising factors such as occlusion and changes
in illumination. Thermal imagery has proven itself as a powerful capturing tool [3].
Computer vision researchers have affirmed its superiority to visible imaging in chal-
lenging conditions, such as the presence of smoke, dust, and the absence of light
sources [10]. Thermal imagery operates by detecting electromagnetic radiation in the
medium MWIR (3 − 8µm) and long LWIR (8 − 15µm) wave infrared spectrum [11],
where skin heat is located. This capability enables thermal images to overcome the
lack of illumination or certain types of occlusions. However, studies have highlighted
how the thermal heat captured by thermal cameras can be influenced by factors such
as ambient temperature or intense physical activity [3].

To move towards more accurate facial processing models and because we believe in
the potential of thermal imagery, in this paper we are presenting a comparative study
between visible and thermal spectra for the estimation of different soft biometrics in
our new database. The main contributions of this work are as follows:

• We present our Label-EURECOM Visible and Thermal Face Database for face
biometrics composed of 612 images and 416 videos from 52 different subjects and a
compendium of 22 health metrics and soft biometrics annotated per person.
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• We compare the performances of state-of-the-art deep learning-based models for the
estimation of three soft biometric traits: gender, age, and weight when trained with
visible versus thermal data.

• We offer insights into the strengths and weaknesses of each modality by testing the
models with three types of conditions in our database: Studio lights, Presence of
eyeglasses, and Ambient illumination.

The rest of the paper is organized as follows, Section 2 reviews existing works on
facial processing for soft biometric and health parameters estimation and lists existing
databases containing thermal visuals and some descriptors of them. In Section 3,
our LVT Face Database for face biometrics newly collected is presented in detail.
Section 4 includes a description of the networks studied as well as the evaluation
protocol and metrics used in our experiments while in Section 5 the results of testing
the three networks on our LVT database are discussed. Finally, Section 6 summarizes
and concludes with the future directions of our work.

The LVT Face Database for face biometrics is publicly available upon request1.

2 Potential of visible and thermal paired data

Deep learning-based biometric systems and facial eHealth models are traditionally
trained on databases acquired in the visible or, more recently, the Near InfraRed
(NIR) spectra. In this Section, we present existing thermal databases as well as various
studies that have focused on the thermal spectrum for facial processing applications
such as cross-spectrum face recognition algorithms or HR estimation.

2.1 Relevant thermal databases

Interest in employing thermal face images has grown in the past years, nevertheless,
its use has been mostly confined to tasks such as landmarks and face detection and
FR [3, 12]. A relevant subset of FR is Cross-FR (CFR) discipline that aims to iden-
tify a person’s image in the thermal spectrum from a gallery containing face images
acquired in the visible spectrum [13]. Only a few databases have been provided involv-
ing visuals acquired in thermal spectra, and among them, those covering soft and
hidden biometric metadata are few. In Table 1, we present an exhaustive selection of
relevant databases that include visuals in the thermal spectrum and some key descrip-
tors of them including their year of release, the number of subjects, images and videos
present in the database and their initial intended purpose.

One of the first datasets containing thermal visual data was presented in 2003 [14].
The data was acquired at the University of Notre Dame and contains images from
240 distinct subjects with four views showing different lighting and facial expressions
with the purpose of recognizing individuals. Beyond people recognition, Wang et al.
established a similar database for expression recognition, containing both spontaneous
and intended expressions of more than 100 subjects [15], while Gault et al. recorded
thermal videos from 32 subjects under three imaging scenarios and their paired rPPG
signals for HR estimation [16]. In 2018, two new databases were acquired for FR with

1https://lvt.eurecom.fr/
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Table 1 Relevent face databases containing visuals in thermal spectra.

Year Dataset # of subjects # of images # of videos Objective
2003 UND-X1 [14] 241 4584 - FR

2010 NVIE [15] 215 Not provided Not provided
Expression
recognition

2013 TH-HR [16] 32 - 96 HR
2018 VIS-TH [3] 50 2100 - FR
2018 TUFTS [17] 113 Over 10000 113 FR
2018 TH-HR-RR [18] 20 - 40 HR, RR

2021
Speaking
faces [19]

142 - 45 hours
Biometric

Authentication
2021 ARL-VTF [20] 395 549712 - Cross-FR
2022 SF-TL54 [12] 142 2556 - Landmarks detection
2023 Ours: LVT 52 612 416 Facial processing

multiple illumination, pose, and occlusion variations [3], including imagery from dif-
ferent modalities, namely visible, thermal, near-infrared, a computerized facial sketch,
and 3D images of each volunteer’s face [17]. In the same year, Barbosa et al. col-
lected thermal videos from 20 healthy subjects in two phases: phase A (frontal view
acquisitions) and phase B (side view acquisitions), and the corresponding PPG and
thoracic effort were simultaneously recorded for HR and Respiratory Rate (RR) esti-
mation [18]. More recently, two large-scale visible and thermal datasets have been
assembled. Abdrakhmanova et al. gathered a combination of thermal, visual, and
audio data streams to support machine learning-based biometric applications [19], and
Poster et al. presented the largest collection of paired visible and thermal face images
to date. Variability in expression and pose were recorded [20]. Following, a thermal
face dataset with annotated face bounding boxes and facial landmarks composed of
2556 images was introduced [12].

2.2 Thermal data in facial processing tasks

Thermal data for Soft Biometrics: Recent works have initiated the exploration
of the thermal spectrum for facial processing models. In the literature, two soft bio-
metrics, namely gender and ethnicity, have been estimated from thermal input data.
In [21], the authors presented the first work on gender classification from faces in
the thermal spectrum. They proposed a pipeline of techniques that consists of Local
Binary Pattern method to detect the edges in an image, followed by Principal Compo-
nent Analysis for dimensionality reduction, and finally, a Support Vector Machine as
a classification technique for estimating the subjects’ gender. Similarly, Abouelenien
et al. utilized the Eigenfaces method for visible faces and statistical measurements of
pixel color for thermal faces, employing decision trees for gender classification. Fusion
between visible and thermal data was integrated within the decision tree model [22].
More generally, works have explored gender estimation from nine different narrow
spectral bands [23]. Deep learning structures began to be explored in [24], where the
authors trained a VGG-CNN structure with visible faces and tested it on thermal
faces for gender and ethnicity classification. Farooq et al. performed transfer learning
from nine famous architectures to estimate gender from thermal data [25], including
ResNet-50, ResNet-101, Inception-V3, MobileNet-V2, VGG-19, AlexNet, DenseNet-
121, DenseNet-20, and EfficientNet-B44. They also proposed GENNet for the same
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task. More recently, Abdrakhmanova et al. proposed a combination of bidirectional
recurrent neural network and CNN for extracting features from Visible-Thermal-Audio
and then performed fusion at the feature level to estimate the person’s gender [19].
They classify females and males afterward with a final decision layer.

Thermal data for eHealth: Although facial thermal imagery has traditionally
been employed for face recognition tasks or gender estimation, some researchers have
aimed to its use for eHealth parameter estimation in the thermal spectrum, highlight-
ing the potential of this type of data. In 2017, Rai et al. suggested that thermal imaging
systems have the ability to provide details about physiological processes through skin
temperature distributions, influenced by factors such as blood perfusion. Thermal
cameras are commonly employed in the medical field to observe minute temperature
variations, with applications including the detection of malignant tumors [11]. The
assessment of eHealth parameters such as heart rate from face videos has been studied
in depth in recent years. To the best of the authors’ knowledge, all existing methods
require proper illumination, posing challenges in uncontrolled environments. In 2018,
Barbosa et al. introduced a novel method for remote HR monitoring based on peri-
odic head movements resulting from the cyclical ejection of blood flow from the heart
to the head. This innovative algorithm utilized thermal images as input data [18].
Furthermore, they demonstrated the feasibility of evaluating and measuring a sub-
ject’s respiratory rate by analyzing temperature fluctuations under the nose during
the respiratory cycle. Thermal imagery has proven to be of high value in overcoming
illumination constraints, given its light-invariant nature. In a similar line of research,
ongoing works explore the potential of deep-learning approaches for extracting heart
rate and blood pressure information from thermal images [26].

To the best of our knowledge, current literature has predominantly focused on
extracting gender, ethnicity and eHealth parameters namely HR, RR and BP from
thermal face data. The estimation of other traits such as age and weight from thermal
images remains unexplored by the community. The motivation behind collecting a
new database of visible face visual data and their thermal counterparts arises from the
potential of using thermal images and videos as input data in facial processing tasks.
Furthermore, existing databases are often limited to visual face information content
and one or two biometric or health parameters. We believe that the value added by
a database comprising more than 20 different soft biometric and health measures is a
valuable contribution to the biometric community.

3 LVT Face Database description

In this section, we first introduce the recording setup of the database and the character-
istics of the acquisition devices. We then elaborate on the data collection methodology,
as well as the database design and the associated subjects’ metadata.

3.1 Acquisition material

The visible and thermal face visual data were obtained using the dual sensor from
the FLIR Duo R camera developed by FLIR Systems. This camera is specifically
designed to capture visible and thermal visuals simultaneously, particularly suitable
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Fig. 1 Flir Duo R camera (left) and acquisition setup (right).

for unmanned aerial vehicles. The FLIR Duo R dual camera has been employed in
recent research due to its appropriateness in data collection for various tasks such
as face recognition and cross-spectrum applications [3, 10]. The visible and thermal
sensors of this camera consist of a CCD sensor with a pixel resolution of 1920×1080
and an uncooled VOx microbolometer with a pixel resolution of 640×512, respectively.

To assess the health status of the subjects, various devices were utilized. A contact-
less infrared thermometer with a precision of ±0.2°C between 34°C and 42.0°C and a
precision of ±0.3°C in the range of 42.1°C and 43.0°C was employed for computing the
user’s body temperature. For calculating BP, an OMRON HEM-7155-E tensiometer
was used, along with a LED finger oximeter for SpO2 measurement with a precision
of ±2%. To track HR, subjects wore a Garmin Vivoactive®4 smartwatch equipped
with an optical PPG sensor capable of detecting the heart rate by shining a green
light through the subject’s skin, reflecting the red cells in the skin’s blood vessels. For
quantifying bodyweight-related measures, the RENPHO®Body Fat Smart scale was
utilized. When a subject steps on the device and enters their gender, age, and height
into the system, the scale returns 13 metrics, including weight and BMI.

3.2 Visuals collection protocol

The image and video acquisition took place in an indoor environment with the ambient
temperature set to 25°C. In Figure 1, we present the arrangement. The acquisition
setup included a white wall serving as a background, and a chair positioned at a
fixed distance of 0.25 m from the camera, which was placed at a height of 1 meter
from the ground. Additionally, a two-point lighting kit was strategically placed to
minimize shadows, facilitating the segmentation of the subject from the background.
Each volunteer participated in two separate acquisition sessions, with an average time
interval of 6 weeks. Before the acquisition process, volunteers were requested to fill
out and sign consent forms.

The visual data comprises 6 images per person (3 visible and their associated
thermal pair) in each session, encompassing three different conditions: Neutral (N),
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Fig. 2 Example images from the LVT Face Database. The three variations are displayed in visible
(upper row) and thermal (bottom row) spectra, from left to right: N, O and A.

Ambient light (A), and an occlusion in the form of eyeglasses (O), resulting in a total
of 612 images. Figure 2 illustrates example images of an individual from the database.
Additionally, four 60-second videos were recorded per subject in each session under
Neutral (N) conditions. The first pair of videos (one in the visible spectrum and its
paired thermal counterpart) was captured after the subject had been resting for at least
5 minutes, while the second pair followed moderate exercise in the form of climbing
stairs to elevate their HR values, resulting in a total of 408 60-second videos.

3.3 Subjects’ metadata

Several pieces of metadata were collected to describe the subjects, including gender,
age, and height. Additional parameters were quantified to assess their health status,
such as body temperature, HR, BP, SpO2, weight, and BMI. In addition to weight and
BMI, the smart scale provided 11 other variables: body fat and body water percent-
ages, skeletal muscle, fat-free weight, muscle mass, bone mass, protein, subcutaneous
and visceral fat, Basal Metabolic Rate (BMR), and metabolic age. The filenames for
images and videos are constructed by indicating the visual data spectrum, subject ID,
session ID (1 or 2), and in the case of images, the conditions at the time of acquisition
(N, O, or A).

3.4 Summary

The presented database is designed as a collection of images, videos, soft biomet-
rics, and health parameters recorded from 52 different subjects across two sessions. It
consists of 612 face and shoulders images and 416 60-second videos, totaling approxi-
mately 285 GB of disk space. The 52 recorded participants, comprising 38 males and
14 females, are from 13 different countries spanning four continents, with ages ranging
between 22 and 51 years. An executive summary of the dataset is provided in Table 2.
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Table 2 (Table is read horizontally) Summary of the information contained in the LVT Face
Database.

Identities 52 subjects 2 sessions

Visuals
6 paired images in
conditions N, O A

2 paired 60s
videos resting

2 paired 60s
videos after activity

Metadata

Biometrics ID Gender Age Height Weight

Health
paramet.

Temperature HR resting HR activity BP max BP min

BMI Body fat(%) Body water(%) Muscle Fat-free kg

Body mass Bone mass Proteins Subcutaneous fat

BMR SpO2 Visceral fat Metabolic age

4 Methodology

In this section, we describe the models implemented and compared in our experiments,
the evaluation metrics, and the experimental setup of the networks.

4.1 Soft biometric estimation models

VGGNet [27] was developed by the Visual Geometry Group from the University of
Oxford to improve computer vision tasks by increasing the depth of an architecture
with small convolutional filters of size 3 × 3. In addition to this, VGG incorporates
1 × 1 convolutional layers to make the decision function more non-linear without
changing the receptive fields. VGG architecture has been proven in the literature
as powerful for estimating gender and age from face images [28]. Moreover, in their
comparative study of architectures for gender estimation from thermal data, Farooq
et al. [25] revealed the high performance of VGGNet for this task. No study, to the
authors’ knowledge, has been conducted on the feasibility of thermal imagery for age
estimation. Therefore, we select the VGGNet network with 16 weight layers, i.e., the
VGG16 model, for our gender and age estimation models. We use the VGG16 base
model as a feature extractor and we add custom fully connected layers on top for
binary classification and regression for gender and age prediction respectively.

Residual Neural Networks (ResNet) [29] are convolutional neural networks that
introduce the concept of residual learning. Instead of learning a direct mapping
between layers, ResNet learns the differences between the input and the desired out-
put of a layer by using shortcut connections, also known as skip connections that
bypass one or more layers and directly connect the input of a layer to its output.
In the literature, face image-based weight estimation has been demonstrated using
ResNet architectures with 50 layers and a final regression layer [5, 30, 31]. For our
experiments, similar to those studies, we select a ResNet50 model.

4.2 Evaluation metrics

Accuracy is used as a metric for gender classifier assessment. Regarding age and
weight, we report the Mean Absolute Error (MAE) and Mean Root Square Error
(MSRE) in years and kilograms (kg) respectively and the Pearson’s correlation coef-
ficient (ρ). Additionally, for age, we provide the Standard Deviation (StD) of the
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Fig. 3 Transfer learning protocol for soft biometric estimation from visible and thermal images.

difference between the predicted and the real age of the subjects. Finally, we include
the Percentage of Acceptable Predictions (PAP) for the weight estimation network.
This metric represents the percentage of predictions with an error smaller than 10%
of the initial weight, indicating a reasonable error in medical applications.

4.3 Experimental setup

The VGG16 and ResNet50 architectures were implemented using TensorFlow and
Keras frameworks. The weights of the VGG16 model were initialized with pre-trained
weights obtained from the ImageNet dataset with its final fully connected layers
excluded to add layers designed for the specific tasks under consideration. The out-
put of the VGG16 base model was flattened and passed through a fully connected
layer consisting of 256 neurons with ReLU activation. Additionally, a dropout of 0.5
was applied to prevent overfitting. For the binary gender classification task, a final
output layer with a single neuron and sigmoid activation function was added, while
for the age regression task, an output layer with a single neuron and linear activation
function was incorporated. For the ResNet50 model, the weights were initialized with
pre-trained weights obtained from the UTK dataset.
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Table 3 Accuracy of VGG-16 for gender estimation in
thermal and visible spectra face images from the LVT test
set.

GENDER
VIS TH

N O A N O A
Accuracy 0.85 0.80 0.75 0.80 0.75 0.80

Table 4 Performance of VGG-16 for age estimation in
thermal and visible spectra face images from the LVT
test set.

AGE
VIS TH

N O A N O A
Std 7.08 7.24 6.82 6.47 6.48 6.42
MAE 5.77 6.20 5.53 3.95 4.08 3.80
MSRE 8.73 9.18 8.57 7.31 7.44 7.25

ρ 0.29 0.32 0.24 0.35 0.31 0.39

The input images were resized to 224 × 224 pixels. Each network underwent two
training sessions with identical configurations: one with visible images and another
with thermal images, utilizing Transfer Learning (TL). A subject-exclusive split of
the database was conducted, allocating 240 images for training and 60 for testing per
spectra. The training and testing pipeline is illustrated in Figure 3.

The VGG16 networks were trained for 20 epochs using the Adam optimizer with a
learning rate of 0.001. Binary cross-entropy loss function was selected for gender clas-
sification, while mean squared error was employed for age estimation. Each ResNet50
model was re-trained during 10 epochs followed by an additional 10 epochs for training
the final regression layer. During each TL step, the first 20 layers were frozen. Adam
optimizer was used with a learning rate of 0.01, and Huber loss function was selected
with δ = 1.

5 Experiments

In this section, we present a comparative study of the state-of-the-art networks for soft
biometrics estimation using visible versus thermal images as input data. Additionally,
we conduct a comparison of thermal and visible domains against various facial vari-
ations introduced in our database, reflecting the performance of both modalities in
practical scenarios.

It has been proved that bone, muscle, and body fat do not conduct equally temper-
ature [32]. Heat emission patterns can be used to characterize a person as they provide
information about the location of major blood vessels, skeleton thickness, amount of
tissues, and muscle and fat distribution2. Additionally, it is known that male and
female bodies have different bone mineral and muscle density, and their facial appear-
ance differs even when they are of the same weight [33]. Therefore we believe thermal
imagery will access crucial information for the various soft biometric tasks considered
in this research.

2https://biometrics.mainguet.org/types/face.htm#thermogram
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Table 5 Performance of ResNet50 for weight estimation in
thermal and visible spectra face images from the LVT test set.

WEIGHT
VIS TH

N O A N O A
MAE 8.60 9.01 8.64 6.84 12.35 7.05
MSRE 11.01 11.48 10.86 9.46 14.91 9.80

ρ 0.33 0.38 0.38 0.41 0.51 0.42
PAP 40 40 40 55 20 60

In Table 3, we present the results of the VGG16 network trained on the visible (VIS)
and thermal (TH) images of our dataset for gender classification. We observe that
under natural conditions (N), where studio lights are used, visible data outperforms
thermal imagery. This trend continues when occlusions in the form of eyeglasses (O)
are present. In the thermal spectrum, glasses act as opaque barriers, leading to a loss
of information in the eyes and penalizing this modality. However, in scenarios where
no dedicated light sources are applied such as ambient light (A), VGG16 trained with
thermal data delivers better results.

Table 4 displays the results of the VGG16 networks trained for age estimation.
In contrast to gender estimation, thermal imagery exhibits clear superiority across all
data variations. Even in the presence of eyeglasses, the error is only slightly higher
compared to other variations.

Finally, Table 5 presents the results of the weight estimation network. Like age
estimation, the metrics demonstrate that ResNet50 performs better in weight esti-
mation when using thermal data, particularly in N and A conditions. This confirms
the potential of thermal imagery in capturing hidden and detailed information from
human faces, especially for age and weight estimation tasks using VGG and ResNet50
architectures, respectively.

6 Conclusion

This article introduces the LVT Face Database for face biometrics, containing visu-
als from 52 subjects captured under various conditions. The database comprises 306
visible and 306 thermal images, along with 204 visible and 204 thermal videos col-
lected simultaneously using a paired camera (FLIR Duo R). This setup allows for
the comparison or fusion of different data types. The visuals acquired are associated
with metadata, covering both biometric and health-related information. To the best
of our knowledge, this is the first database providing visible-thermal face images and
recordings, accompanied by gender, age, body temperature, SpO2, blood pressure,
heart rate (resting and after physical activity), height, weight, BMI, and 11 additional
health metrics. The extensive annotations for each subject aim to unlock the potential
of thermal data in assessing a person’s health status. Furthermore, experiments are
conducted in this novel database demonstrating the feasibility of estimating three bio-
metric traits: gender, age, and weight from facial thermal data. We partition the test
set into three subsets based on the three variabilities presented in the LVT dataset:
studio lights, occlusion in the form of eyeglasses, and ambient light. The results high-
light the advantages of thermal imagery, especially for age and weight estimation
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from faces, and demonstrate that thermal imaging is superior when no dedicated light
sources are used, such as in ambient light conditions. Building on these promising
results, future work will explore thermal imagery not only as an alternative but also
as a complement to visible data. The estimation of other parameters, such as SpO2
or height, from thermal depictions will be investigated.
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